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Executive Summary

In this brief submission to the United Nations Special Rapporteur on violence against women, its causes and consequences, we review some of the barriers to addressing the problem of technology-facilitated violence, abuse, and harassment against women and girls, drawing on examples from Canada and abroad.

At the outset, we raise questions about narratives that capitalize on the vulnerability of women and girls in order to justify new powers to surveil, de-anonymize, police, and censor in the digital sphere. There is limited evidence to suggest that providing greater generalized powers to law enforcement leads to better outcomes for women or other marginalized and vulnerable groups. In some cases, doing so may also increase opportunities and technological capabilities for abuse. We put forward that new powers (whether afforded to the state or deployed in the enforcement of private wrongs) should be demonstrably necessary, evidence-based, rights-protective, proportionate, and targeted.

Second, we stress the critical importance of promoting encryption, anonymity, and digital security tools to defend the safety of women and girls online; to strengthen their human rights; and to protect the work of human rights defenders working on issues of gender-based violence and discrimination worldwide.

Third, we note that systems for the lawful disclosure of personal information can help to efficiently identify perpetrators of online violence, abuse, and harassment against women in some cases. Similarly, effective systems for the removal of illegal and harmful online content provide essential remedies to survivors. However, when systems that impose legal obligations on intermediaries and service providers are not carefully implemented and lack sufficient oversight and accountability, they may be ineffective, counterproductive, overbroad, or in conflict with human rights in the digital sphere.

Fourth, we draw the Special Rapporteur’s attention to some of the threats posed by commercial spyware (sometimes referred to as “stalkerware”) in the context of gender-based violence, noting the serious challenges these technologies pose for law enforcement, frontline workers, human rights defenders, and targeted individuals. We emphasize the urgent need for greater political and legal intervention on this issue from states and the international community, and note the importance of holding vendors of commercial spyware accountable for the human rights abuses facilitated by their products.

Finally, we identify high-priority areas for education, training, and capacity-building. In particular, we highlight the urgent need for greater technical literacy among law enforcement, legal professionals, and frontline workers related to issues of online and technology-facilitated violence, abuse, and harassment. Conversely, we note that technologists, engineers, designers, and corporate leadership in the information and communications technology (ICT) sector also require extensive training related to the experiences and particular risks faced by women and girls online.

Throughout this submission, we identify examples of legal mechanisms and policy frameworks for harm mitigation, prosecution and redress, while recognizing that in most jurisdictions both the existing legal models and their practical implementation remain highly inadequate.

We hope these brief comments assist the Special Rapporteur in the preparation of her report to the Human Rights Council in June 2018.
About the Citizen Lab

Founded in 2001 by Professor Ronald J. Deibert, The Citizen Lab is an interdisciplinary laboratory based at the Munk School of Global Affairs, University of Toronto, focusing on research, development, and high-level strategic policy and legal engagement at the intersection of information and communication technologies, human rights, and global security.

We use a “mixed methods” approach to research combining methods from political science, law, computer science, and area studies. Our research includes investigating digital espionage against civil society; documenting Internet filtering and other technologies and practices that impact freedom of expression online; analyzing privacy, security, and information controls of popular applications; and examining transparency and accountability mechanisms relevant to the relationship between corporations and state agencies regarding personal data and other surveillance activities.

We are committed to integrating a gender and diversity-based analysis into our work. Our research has frequently demonstrated that when emerging technologies are abused by states, corporate actors and malicious third parties, that abuse tends to disproportionately impact vulnerable groups—including women and girls. For example, Citizen Lab research has exposed efforts to target women in digital espionage campaigns, revealed the use of surveillance tools against those seeking justice for slain women’s rights advocates, mapped Internet censorship systems that filter out information related to women’s rights and sexuality, and supported partners in the Global South who study online threats faced by women human rights defenders.

The nature of technology-facilitated violence, abuse, and harassment against women

Online and technology-facilitated violence, abuse, and harassment can take many forms—including, but not limited to cyber stalking, non-consensual sharing or distribution of intimate photos and videos (“revenge porn”), harassment, hacking, denial-of-service attacks, the use of gender-based slurs, the publication of private and identifiable personal information (“doxing”), impersonation, extortion, rape and death threats, electronically enabled trafficking, and sexual exploitation or luring of minors.

Women are both disproportionately targeted by these behaviours, and suffer disproportionately serious consequences as a result. However, gender is not the only variable which makes technology-facilitated violence, abuse, and harassment more likely or the consequences more severe. Discrimination on the basis of gender identity, gender expression, sexual orientation, disability, race, ethnicity, Indigenous status, age, religion and other factors also compound, exacerbate and complicate experiences of gender-based violence. In some cases, inadequate legal protection, systemic bias, or experiences of police violence create additional barriers that limit women’s abilities to seek the support of law enforcement. Studies demonstrate that Indigenous women, women of colour, women with precarious immigration status, and sex workers are among those groups.

Harms resulting from online and technology-facilitated violence, abuse, and harassment may be physical (e.g., stress-related illness, injury, and physical trauma), psychological or emotional (e.g., experiences of
shame, stress, and fear; loss of dignity; costs to social standing), and/or financial (e.g., costs related to legal support, online protection services, missed wages, and professional consequences). Online and technology-facilitated violence, abuse, and harassment can also have an adverse impact more broadly by increasing needs for health care, judicial, and social services; impeding the exercise of free expression and other human rights; and disturbing the sense of peace and security required to fully participate in economic, social, and democratic life.\textsuperscript{12}

Attempting to draw clear boundary lines between “online” and “offline” conduct in this context is often difficult and frequently unhelpful. In some cases, online behaviour may amplify, facilitate, or exacerbate traditional categories of problematic conduct. In other cases, technology allows for entirely new forms of violence, abuse, or harassment to take place.\textsuperscript{13} As a result, the language of “technology-facilitated” violence may be more inclusive or appropriate in some cases.

Both the nature of the misconduct and the nature of the resulting harms frequently evade neat legal categorization. In some cases, a flexible, contextual, and purposive application of existing laws can be sufficient to address problems of online and technology-facilitated violence, abuse, and harassment. In other cases, justice demands reform and modernization of both law and practice.

Efforts toward prevention, investigation, prosecution, and redress for gender-based violence, abuse, and harassment tend to face the same barriers as other forms of crime and misconduct online. In particular, complex legal tensions related to identification, jurisdiction, enforcement, competing rights, and the role of intermediaries are inherent to the digital policymaking arena. Where these issues interface with gender-based violence, abuse and harassment, they become even more complex. Aggravating factors include the absence of political willpower to address threats faced by women and girls; stereotypes and discriminatory attitudes about gender-based violence; and a lack of digital literacy among policymakers.

Ensuring that new powers are necessary, proportionate, rights-protective, and evidence-based

While the Internet has created new forms of information and new opportunities to gather it, it has also created new investigative barriers, both for law enforcement and in the enforcement of private rights. These challenges are frequently cited to justify new powers of general application for law enforcement and other actors.

In Canada, narratives which emphasize the vulnerability and victimhood of women and girls have been repeatedly employed in order to support claims for greater generalized government powers to de-anonymize, identify, track, and surveil individuals online. Most recently, these efforts have taken the form of Bill C-30 and Bill C-13, which were promoted as measures to target “child predators” and “cyberbullying” in 2012 and 2014 respectively.\textsuperscript{14}

Bill C-13 introduced new provisions related to the non-consensual distribution of intimate images (“revenge porn”) which filled a significant gap in Canadian criminal law.\textsuperscript{15} However, both bills also proposed new “lawful access” provisions, despite little evidence that the new electronic search powers proposed for law enforcement were rationally linked to the specific challenges faced in investigations of gender-based violence, abuse or harassment online.\textsuperscript{16} The surveillance powers in Bill C-13 in particular
were presented to the Canadian public as a response to the incidents of online abuse that led to the tragic suicide of Rehtaeh Parsons. However, an independent inquiry into the police response concluded that law enforcement had already possessed the necessary search powers and grounds to investigate at the time of Ms. Parsons’ complaint; they simply failed to use them due to a lack of training in identifying legal wrongs in a technologically mediated context.

Legislation purported to protect against gender-based violence may have deleterious collateral impacts on other human rights, if not properly tailored. For example, Citizen Lab research fellow Jon Penney has recently demonstrated that women and young people are disproportionately likely to experience “chilling effects” of Internet surveillance and regulation and to engage in digital self-censorship as a consequence. Bill C-13’s more expansive surveillance powers might therefore do more harm than good, if they neither significantly extend the state’s ability to address technology-facilitated violence, abuse, and harassment against women, and operate to chill the online activities of women and girls. Bill C-30 (which did not ultimately become law) would have similarly threatened the freedom of expression, safety, and privacy rights of all people in Canada—including the rights of women and girls—by requiring telecommunications service providers to intentionally weaken user security and to comply with extraordinary new surveillance powers. In addition to Bill C-13, the death of Rehtaeh Parsons also generated comprehensive ‘cyberbullying’ legislation in the Canadian province of Nova Scotia. However, the courts ultimately struck down that law on the basis that it was overbroad and lacked procedural safeguards commensurate with its impact on free expression and liberty. A new United States bill proposing amendments to the Communications Decency Act is similarly described as addressing illegal sex trafficking, but would profoundly jeopardize long-established protections for freedom of expression online and has been heavily criticized by women’s rights advocates.

Claiming that a policy measure is beneficial for the protection of vulnerable individuals does not make it so in practice. For example, in collaboration with OpenNet Korea, Cure53, and other researchers, Citizen Lab investigated security vulnerabilities in government-mandated South Korean child monitoring applications, which are intended to protect children online. One such application is Smart Sheriff, which was released by the Korean Mobile Internet Business Association (MOIBA), an influential consortium of mobile telecommunications providers and phone manufacturers. Our joint audit in collaboration with Cure53 found that authentication, registration, and communications with Smart Sheriff’s servers are all unencrypted. As a result, names of minors and parents, dates of birth, mobile device information, gender, and telephone numbers are all visible to anyone controlling the network that the device uses and thus vulnerable to interception. Our investigation also revealed security and privacy issues in Smart Dream, which is another MOIBA-developed child monitoring application. The app monitors children’s messaging applications and online search history against a database of keywords. These keywords include those related to body parts and functions, such as menstruation, as well as gender and sexual expression (e.g., homosexuality). Our analysis of Smart Dream revealed serious security vulnerabilities that could allow unauthorized access to stored messages and search history.

In short, even well-intentioned policy measures meant to protect vulnerable groups can have serious negative consequences when not properly implemented.

New powers to de-anonymize, track, monitor, and surveil also create new avenues for abuse. Tools which provide government actors unchecked access to vast quantities of personal information create attractive targets for malicious third parties, which can then use that data to commit fraud, identity theft, blackmail, and other exploitative crimes. Finally, law enforcement officers or other state agents may
themselves be perpetrators of violence, abuse, and harassment—and there are unfortunately many examples where such individuals have leveraged state surveillance tools in order to stalk former partners or to engage in other forms of professional misconduct. Within the intelligence community, this form of abuse of power is so common that it has its own name: LOVEINT.

There are often major institutional barriers within law enforcement agencies that limit their ability to effectively respond to complaints of gender-based violence, abuse, and harassment more generally—whether online or off. Though appeals for greater investigative powers are commonplace, it is not clear that police forces consistently make use of the full range of existing powers at their disposal to address threats to women and girls online.

**Recommendation 1:** The Special Rapporteur on violence against women should collaborate with the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression and the Special Rapporteur on the right to privacy when formulating policy responses

Complex legal problems—including those related to identification, jurisdiction, enforcement, and the role of intermediaries—are inherent to policymaking in the digital arena. Where new powers are insufficiently targeted or fail to account for the unique characteristics of the online ecosystem, they may also threaten human rights, including—but not limited to—freedom of opinion, expression, and privacy. The United Nations Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression and the Special Rapporteur on the right to privacy have both engaged in extensive study of these issues which are likely to be of invaluable guidance in determining appropriate policy responses to technology-facilitated violence, abuse, and harassment against women and girls.

We recommend that the Special Rapporteur on violence against women work closely with these other experts, attempt to harmonize their findings where possible, and account for the possibility of collateral impact on other human rights in the formulation of policy responses.

**Recommendation 2:** States should ensure that all new powers conform with the International Principles on the Application of Human Rights to Communications Surveillance (“Necessary & Proportionate Principles”)

The International Principles on the Application of Human Rights to Communications Surveillance (the “Necessary and Proportionate Principles”) provide civil society groups, states, the courts, legislative and regulatory bodies, industry, and others with a framework to evaluate whether current or proposed electronic surveillance laws and practices are compatible with human rights.

In September 2013, the Necessary & Proportionate Principles were presented by representatives from Access, Privacy International, the Electronic Frontier Foundation, the Association for Progressive Communications, Reporters Without Borders, the Center for Democracy and Technology, and Human Rights Watch on various occasions, and at a side event at the 24th session of the UN Human Rights Council in Geneva. Today, the principles have been endorsed by over 600 organizations, over 40 experts, and 6 elected officials or political parties from over 100 countries, along with over 270,000 individuals from around the world. The Principles were also cited favourably in a report by the President’s Review Group on Intelligence and Communications Technologies, the Special Rapporteurs on free expression for the UN and the Organization of American States, the UN High Commissioner for Human
Rights, and by members of the European Court of Human Rights. The Necessary & Proportionate Principles encode the need to adopt surveillance powers only where these are demonstrably necessary and effective, the need for prior merits-based authorization from a judicial authority, the need to notify affected individuals promptly, and the need for statistical reporting on the use of surveillance powers.

We recommend that in all cases where the Special Rapporteur encourages the adoption of new investigative powers for law enforcement that they operate in conformity with these thirteen principles.

Recommendation 3: States should adopt legislative obligations for data collection and transparency reporting

Transparency reporting is an essential tool to ensure the lawful and appropriate use of police investigative powers. In Canada for example, some invasive surveillance capabilities (such as a wiretap) can only be authorized in order to investigate specific, serious offences from among a list enumerated in the Criminal Code. The Minister of Public Safety is also required to produce an annual report on the use of some electronic surveillance powers which indicates the offences in respect of which authorizations were granted, and the number of authorizations granted for each type of offence.

Problematically, many new search and seizure powers—including an overhaul of Canada’s framework for production and interception of transmission and tracking metadata which came into force in 2015 as part of Bill C-13—do not require annual reporting on their use and are not restricted to an enumerated list of offences. As a result, though the legislation was purportedly designed to address “cyberbullying,” there is no way to determine the extent to which these powers are actually used to investigate and prosecute cyberbullying-related crimes (or, for that matter, entirely unrelated offences).

We recommend that the Special Rapporteur encourage States to adopt legislative obligations for internal data collection and transparency reporting whenever new powers are afforded to law enforcement in order to counter online violence, abuse, and harassment. Detailed transparency reporting provides essential data to women’s advocates and researchers, allows the public to better understand the extent to which new powers are actually used to address the problems which first justified their adoption, and helps to better evaluate their utility in achieving stated objectives and their general effectiveness in achieving their harm reduction objectives. In sum, transparency reporting helps to ensure that new powers are evidence-based and rationally connected to their stated objective.

Recommendation 4: States should modernize existing legislation to ensure that it remains effective and inclusive in light of technological change

In some cases, legislative modernization will be necessary to ensure that laws designed to protect survivors of gender-based violence, abuse, and harassment remain effective and inclusive in light of technological change. For example, prior to the adoption of the Criminal Code provisions related to the publication, distribution, transmission, sale, and advertisement of non-consensual intimate images (“revenge porn”) in 2014, Canadian law enforcement did not usually take any criminal action following a complaint “unless the images qualified as child pornography or [were] accompanied by additional aggravating factors.” While introducing new offences does not remedy historical deficiencies in training and prioritization, explicitly defining such activity alleviates the need to fit harmful conduct into more generalized offences (e.g. criminal harassment, extortion, or mischief in relation to computer data) and thereby extends recourse to a greater number of women.
Another example is the newly proposed Bill C-51, which would make several amendments to the sexual assault provisions in the Canadian Criminal Code. While the potential implications of Bill C-51 for sexual offence trials are complex, of particular relevance is the expansion of the “rape shield” provisions, which provide that evidence of a complainant’s prior sexual history cannot be used to support an inference that the complainant was more likely to have consented to the sexual activity at issue, or that the complainant is less worthy of belief, commonly referred to as the “twin myths.” The Canadian Supreme Court has found that the rape shield provisions of the Criminal Code enhance the fairness of hearings by excluding misleading and irrelevant evidence from trials of sexual offences. If adopted, Bill C-51 would revise these provisions to include communications of a sexual nature or for a sexual purpose (e.g., text messages, emails, video recordings) within the definition of the complainant’s prior sexual history. In many cases, justice will not require the creation of entirely new offences or civil wrongs, but rather careful updates to existing provisions in order to fill gaps created by technological change.

The importance of encryption and anonymity tools to the security of women online

In 2015, the United Nations Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, David Kaye, released his seminal report on encryption, anonymity, and the human rights framework. The report recognized that while encryption and anonymity tools can be used as shields by perpetrators of harassment, they are also vital to human rights and to members of groups vulnerable to technology facilitated violence, harassment and abuse, who can “use [these] tools to ensure their privacy in the face of harassment.” The availability and use of such tools should generally be encouraged, rather than undermined.

Encryption uses a mathematical process to transform data into a form which is unreadable by parties that are not in possession of the encryption key. Encryption can be used to protect the confidentiality, authenticity, and integrity of data both while it is at rest (i.e., while stored on a device) and in transit (i.e., while being transmitted over a network). It is a foundational technology of the Internet, and is essential not only for the protection of human rights, but also to the economy, public safety, and global security more broadly. Anonymity tools such as Tor use both encryption and routing techniques to conceal an individual's location and behaviour online, enabling anonymous communication and allowing users to circumvent Internet censorship in countries where online content is blocked. “Onion services” are a related technology that allow Tor network users to access and offer various kinds of services (such as file sharing, web publishing, or instant messaging) while hiding their location from eavesdroppers and intermediaries. Encrypted messaging services such as WhatsApp and Signal confound censorship filters that would otherwise block the exchange of dissenting or minority views in private conversations.

In his report, the Special Rapporteur found that “encryption and anonymity, separately or together, create a zone of privacy to protect opinion and belief,” enable freedom of expression, and facilitate the freedom to seek, receive, and impart information and ideas regardless of frontiers. He highlighted the essential link between the security afforded by these technologies and other rights, “including economic rights, privacy, due process, freedom of peaceful assembly and association, and the right to life and bodily integrity.” In 2016, The UN High Commissioner for Human Rights Zeid Ra’ad Al Hussein similarly
stated that “it is neither fanciful nor an exaggeration to say that, without encryption tools, lives may be endangered.”

However, in many jurisdictions, law enforcement agencies have continued to raise alarm about the rise of strong encryption and anonymity tools, arguing that they pose a threat to their ability to conduct investigations online. They claim that the Internet is “going dark” as a result of these technologies, and that widespread access to effective digital security tools threaten law enforcement’s ability to de-anonymize individuals, monitor communications, and access evidence required to bring wrongdoers to justice—including wrongdoers engaged in gender-based violence, abuse, and harassment. In response, they have asked for dramatic powers and regimes for “exceptional access,” which would require service providers to intentionally weaken the security of the technologies they develop in order to make law enforcement investigations easier. In the last year alone, calls to undermine, weaken, or subvert encryption technology have come from various political leaders in countries such as Australia and the United Kingdom among others.

Proposed measures to undermine encryption and anonymity tools are neither necessary nor proportionate, and would profoundly threaten privacy rights, freedom of expression, and the security of persons, including the security of women and girls. The consensus that exists among computer scientists, security researchers, industry experts, and human rights activists in opposition to these government proposals has been analogized to the scientific consensus on climate change. Measures designed to weaken, circumvent, or undermine encryption systems inherently increase system complexity (by extension, increasing risk) and create strong incentives for malicious actors to target government credentials and other “lawful access” tools with potentially disastrous consequences. In short, legislative and technical attempts to weaken, circumvent, or undermine encryption technology jeopardize the safety and security of all Internet users.

While it is true that encryption and anonymity tools make some forms of online investigations more difficult for law enforcement, it is more accurate to characterize that challenge as increased investigative friction, rather than investigative impossibility. There is no data to support the claim that strong encryption poses an insurmountable barrier in the vast majority of criminal investigations, and an increasingly large range of alternative measures and data sources remain available to law enforcement. Those technological and legal alternatives include metadata analysis, location record tracking, and the use of well-established human intelligence techniques, all of which are more minimally impairing of the fundamental rights and interests at stake. The use of encryption and anonymity tools are also essential to law enforcement’s ability to operate effectively online: for example, Tor is used to facilitate anonymous police tip lines and sting operations conducted in the course of digital investigations.

End-to-end encrypted messaging platforms like Signal Messenger are increasingly used by at-risk populations to communicate via text and voice securely. End-to-end encryption ensures that messages can only be read by their intended recipients, and features like “disappearing” and “revocable” messages help women to exercise greater control over the information they share with others. Encrypted storage tools help women keep personal information and evidence of abuse safe, and may allow them to carve out private spaces for self-expression despite surveillance by abusive partners and others.

Anonymity software also provides critical protections for survivors of sexual violence, abuse, and harassment; tools like Tor are becoming vital tools to help women leave dangerous relationships safely.
New software solutions are also increasingly being deployed to allow women to securely and anonymously report instances of sexual assault and violence; Project Callisto provides one such example on university campuses in North America. Another example is SecureDrop, a tool developed by Freedom of the Press Foundation, which facilitates anonymous whistleblowing to journalists using onion services over the Tor network. SecureDrop has been adopted by prominent media organizations worldwide, and tools like it may increasingly be used to facilitate anonymous whistleblowing related to gender-based violence, abuse, and harassment.

Websites relating to women’s rights, sexuality, and reproductive health (including access to abortion and birth control) have been frequent targets of government censorship. Encryption and anonymity tools allow women to shield their location and identity from governments seeking to limit their speech and curtail access to information: in a recent study exploring the use of ICTs among reproductive rights activists in Latin America, nearly half of those interviewed indicated that they used anonymous browsing tools like Tor. Onion services can also be used to conceal the physical location of a host, defend against website takedowns in the form of domain name seizure, and encrypt communications end-to-end between users and websites. As a result, they also offer a robust opportunity for censorship-resistant and secure hosting—ensuring access to information, protecting the voices of women online, and shielding them from threats to their physical safety or liberty in response.

Examples of content related to women’s rights, sexuality, and reproductive healthcare issues which are unavailable in certain jurisdictions, provided by the Open Observatory of Network Interference (OONI)

<table>
<thead>
<tr>
<th>URL:</th>
<th>Not available in:</th>
</tr>
</thead>
<tbody>
<tr>
<td><a href="http://www.feminist.com">http://www.feminist.com</a></td>
<td>Iran</td>
</tr>
<tr>
<td><a href="http://www.feminist.org">http://www.feminist.org</a></td>
<td>Iran</td>
</tr>
<tr>
<td><a href="http://www.ifeminists.com">http://www.ifeminists.com</a></td>
<td>Iran, Cuba</td>
</tr>
<tr>
<td><a href="https://www.awid.org">https://www.awid.org</a></td>
<td>Iran</td>
</tr>
<tr>
<td><a href="http://www.womeniniran.com">http://www.womeniniran.com</a></td>
<td>Iran (blocked even through the domain is squatted)</td>
</tr>
<tr>
<td><a href="http://www.unpo.org">http://www.unpo.org</a></td>
<td>Iran, China</td>
</tr>
<tr>
<td><a href="https://www.amnesty.org">https://www.amnesty.org</a></td>
<td>China</td>
</tr>
<tr>
<td><a href="http://guerrillagirls.com">http://guerrillagirls.com</a></td>
<td>Pakistan, Iran, Indonesia</td>
</tr>
<tr>
<td><a href="http://www.itsyoursexlife.com">http://www.itsyoursexlife.com</a></td>
<td>Iran, Indonesia, Saudi Arabia</td>
</tr>
<tr>
<td><a href="http://www.scarleteen.com">http://www.scarleteen.com</a></td>
<td>Iran, South Korea</td>
</tr>
<tr>
<td><a href="http://teensource.org">http://teensource.org</a></td>
<td>Iran</td>
</tr>
<tr>
<td><a href="http://sfsi.org">http://sfsi.org</a></td>
<td>Iran, Indonesia</td>
</tr>
<tr>
<td><a href="http://plannedparenthood.org">http://plannedparenthood.org</a></td>
<td>Iran</td>
</tr>
<tr>
<td><a href="http://www.siecus.org">http://www.siecus.org</a></td>
<td>Iran, Indonesia</td>
</tr>
<tr>
<td><a href="https://www.sexualhealth.com">https://www.sexualhealth.com</a></td>
<td>Iran</td>
</tr>
<tr>
<td><a href="http://www.positive.org">http://www.positive.org</a></td>
<td>Iran, Indonesia</td>
</tr>
<tr>
<td><a href="http://www.premaritalsex.info">http://www.premaritalsex.info</a></td>
<td>Iran, Indonesia</td>
</tr>
</tbody>
</table>

The examples included in the table above are drawn from data recently analyzed from the Open Observatory of Network Interference [OONI] in October 2017. More examples from different jurisdictions are likely available through OONI’s publicly available dataset (see https://ooni.torproject.org/ and https://api.ooni.io)
Finally, efforts to undermine encryption and anonymity tools may set a dangerous international precedent for authoritarian and repressive governments unconstrained by due process or the rule of law, creating particular risks for civil society organizations and other actors (including women’s advocacy groups) working to defend human rights. As the Citizen Lab’s 2015 response to the Special Rapporteur’s call for submissions on encryption and anonymity describes in detail, encryption and anonymity tools are vital to the protection of civil society organizations, activists, and human rights defenders.

**Recommendation 5: States should protect and encourage the development of technologies—including encryption and anonymity tools—that protect the rights of women and girls online**

As a recent UNESCO report has noted, “much of the debate about encryption has, until now, been gender-blind, or perhaps worse, male-dominated,” despite the fact that women and girls experience both disproportionate and qualitatively distinct threats to their privacy, security, dignity, and ability to participate fully in the online sphere. However, a review of the resources created by grassroots advocacy organizations to support women seeking to improve their digital safety makes it clear that encryption and anonymity tools play a profound role in protecting women’s safety online.

A more thorough accounting of the ways in which encryption and anonymity tools might better contribute to the security and human rights of women and girls in the digital sphere is necessary and overdue. The Special Rapporteur on violence against women is in a unique position to provide strategic expertise in those efforts, and to encourage the development of technologies which more fully account for the experiences and needs of women online.

We recommend that the Special Rapporteur consider the specific importance of encryption and anonymity tools to the protection of women and girls online, and affirm the findings of the Special Rapporteur on freedom of expression on this matter, including the recommendation that:

> “States should adopt policies of non-restriction or comprehensive protection, only adopt restrictions on a case-specific basis and that meet the requirements of legality, necessity, proportionality and legitimacy in objective, require court orders for any specific limitation, and promote security and privacy online through public education.”

**Recommendation 6: States should adopt legal mechanisms to protect the anonymity of complainants in both civil and criminal proceedings**

Anonymity facilitates the capacity of women and girls to report instances of violence, abuse, and harassment—both on and offline. In Canada, the Supreme Court has recognized that protecting the identity of a young complainant in a civil proceeding was necessary to realize the right to privacy and prevented the serious harms of re-victimization while minimally limiting the open court principle or freedom of the press. The Court has also affirmed the constitutionality of *Criminal Code* provisions which shield the identity of complainants in criminal sexual offence proceedings from publication, while preserving press access to the hearing and ability to report on all other aspects of the trial.
The complex role of online service providers in identifying users and removing content

Internet intermediaries play a crucial and central role in our digital interactions. As a result, they are often at the centre of attempts to address individual instances of online abuse, as well as of broader policy debates regarding technology-facilitated violence, harassment, and abuse. However, finding appropriately balanced mechanisms that scale to the operational realities of online intermediaries has been challenging.

Liability-based mechanisms have almost uniformly led to poor outcomes. There is ample evidence of the extensive over-enforcement that occurs when intermediaries are compelled to identify allegedly abusive users or to remove allegedly illegal content under threat of liability. This is particularly so in the absence of narrowly defined court orders or other legal safeguards. Such over-enforcement inevitably leads to disproportionate interference with the rights to privacy and free expression, including the rights of women and girls. On the other hand, current mechanisms are predominantly voluntary, leading to inconsistent outcomes and under-enforcement related to harmful and abusive content. In either case, the various economic, social, and moral harms that flow from online and technology-facilitated violence, harassment, and abuse often remain unmitigated.  

States should exercise caution when enlisting intermediaries in attempts to address online abuse, as well as when engaging in certain targeted measures to mitigate the harms of such conduct.

Recommendation 7: Mechanisms for states and private litigants to access identification data from Intermediaries should be rights-protective, effective and tailored

In some situations, identification of an unknown perpetrator is necessary to address online or technology-facilitated gender-based violence, harassment, or abuse. For example, a study conducted by the Swedish National Council for Crime Prevention in 2015 found that while a high proportion of police-reported online threats and incidents in the dataset were alleged to have been committed by a known acquaintance (40% in general, 43% among girls), a substantial volume were attributed to anonymous or suspected but unidentified individuals (33% in general, 44% among girls). Generally, the identification process will require the ability to link digital identifiers such as an Internet Protocol (IP) address or IMSI number to physical devices and real-world identities. A variety of carefully tailored legal tools can facilitate this identification process.

Where the conduct in question is potentially criminal in nature, law enforcement may rely on various investigative tools and specialized powers. Law enforcement mechanisms for digital identification can be mandatory, permissive, or court-order based. In many cases, it should be noted that the underlying nature of the implicated conduct can provide sufficient grounds to engage court-ordered early-stage criminal investigative powers such as production orders. The added safeguard of a ‘grounds’-based court order for digital identifiers is not a substantial impediment to investigating anonymous online or technology-facilitated violence, harassment or abuse. Indeed, state investigations will often stall due to a lack of law enforcement expertise, and not because of an unmet need for broader surveillance powers or unfettered access to digital identifiers. On the other hand, the anonymity generally protected by such identifiers engages significant privacy and expressive values, and generally demands a commensurate level of protection.
Online or technology-facilitated violence, harassment, or abuse against women can also implicate rights protected by a private cause of action, and such rights are increasingly evolving to encompass such activity even in scenarios where no direct economic or physical harm can be demonstrated.61 Such private causes of action can overlap with or extend criminalized conduct,62 and allow individuals to engage legal identification powers on their own initiative, substituting cost and personal effort for barriers such as police disinterest, lack of expertise,83 and obligation to respect the procedural safeguards engaged where the state investigates criminal conduct.84 Where the underlying conduct engages a potential civil wrong, a cause of action can be filed with relatively minimal cost and increasingly with safeguards to protect the anonymity of the complainant.85 This, in turn, engages third party discovery powers at an early stage of the litigation that can be used to obtain identification data from entities such as social media sites, email service providers and Internet service providers. Third party discovery orders should carry adequate safeguards to ensure they are not abused to identify anonymous online conduct in the absence of a wrong.86 However, such safeguards remain a relatively minimal and therefore proportionate impediment to identifying a perpetrator in situations where the anonymous conduct clearly demonstrates a potential legal wrong.87 As such, voluntary identification of anonymous customers accused of civil wrongs should generally be prohibited as they are not required to identify anonymous perpetrators of online abuse.88

Other specialized rights and mechanisms can be leveraged to identify the perpetrator of gendered technology-facilitated violence, abuse or harassment in certain contexts. For example, abusers will often take control of an account belonging to their target as a means of facilitating harassment or even surveillance. In such instances, individual access rights found in many data protection regimes can be used to identify the IP address used to access the account.89

In some jurisdictions, specialized tribunals have been developed to assist in the rapid removal of violent, harassing, or abusive material from online platforms. This approach recognizes that in many instances, the rapid removal of abusive online material will be the primary objective of the complainant, and that often identification of the distributor of such material will not be feasible regardless of how broadly identification powers are formulated.90 While such rapid response mechanisms are not appropriate for all types of content removal,91 they may provide effective relief even in the absence of broad identification powers.

**Recommendation 8: Intermediaries should not be compelled to remove content in the absence of a narrowly tailored and specific court order, issued further to a clearly defined legal prohibition**

Intermediaries can play a role in mitigating the harms of online abuse. However, the scope, scale and distance at which most intermediaries operate poses challenges to effective and proportionate removal of illegal content in ways that are not substantially over- or under-inclusive. Many online platforms already remove abusive online content on their platforms, and many include dedicated tools to flag abusive online comments, images, videos, or accounts. However, the opacity and inconsistent application of the voluntary mechanisms that assess and respond to such ‘flagging’ provide no assurance that the removal of abusive content will be conducted fairly or proportionately, and often operate as a deterrent to reporting by those experiencing abuse.
At the same time, however, a long history of experience with liability-based takedown mechanisms in a range of contexts shows such mechanisms consistently lead to overbreadth when applied to intermediaries. Even in the absence of liability, great caution must be exercised when enlisting intermediaries to enforce the removal of illegal content, and compelled intermediary content removal should perhaps be reserved for the most egregious and unambiguous instances of online abuse, such as the non-consensual publication of intimate images.

**Recommendation 9: All new measures adopted by states to regulate online content removal should conform with the Manila Principles on Intermediary Liability**

The Manila Principles on Intermediary Liability provide a useful reference point for minimal requirements that should be met in any effort to enlist intermediaries as content enforcement agents. The Principles have been endorsed by organizations and experts worldwide working on human rights in the digital sphere, including Article 19, Asociación por los Derechos Civiles, the Centre for Internet and Society, ONG Derechos Digitales, Kenya ICT Action Network, OpenNet Korea, and the Electronic Frontier Foundation.

Imposing liability on platforms and other intermediaries for user-generated content frequently leads to overbroad censorship. Platforms faced with a choice between assuming the potential liability of a user as their own and preemptively removing contested content more often than not err on the side of content removal. Premising liability immunities for third party content in this manner also encourages automation of takedown responses—particularly by central intermediaries who are used by billions of individuals around the world and who therefore face large volumes of allegedly infringing content with no incentive to conduct case-by-case assessments of the underlying legitimacy of allegations.

Imposing generalized takedown obligations on intermediaries also encourages the use of undiscerning categorization mechanisms that generate a significant number of false positives, leading to negative consequences for a wide range of legitimate conduct. The problem with these monitoring schemes is context—the intermediaries are unable to assess the contextual variations that arise when particular content is flagged, which becomes all the more problematic when applied to online abuse. The use of decontextualized blanket prohibitions to address obscene content, for example, has led to arbitrary restrictions on non-harmful expression by women on matters relating to bodily autonomy and women's health (for example, censoring images of breastfeeding as “obscenity”). Generalized monitoring obligations of this nature can also disproportionately impact the right to privacy, as their development will often require a level of pervasive monitoring of sensitive user activity.

Legal systems are increasingly acknowledging and recognizing the harms that can result from online abuse and crafting legal protections to address these harms. While challenges remain on this front, establishing clear, concise and narrowly targeted standards with respect to online content that is abusive of women can not only address such challenges, but also provide clarity for all affected stakeholders and individuals as to the scope of their rights. Intermediaries should not be compelled to remove content absent a specific and targeted order issued by an independent and impartial judicial authority arising from a clear prohibition set out in law.
Recommendation 10: Intermediaries engaged in the moderation of online conduct should be encouraged to adopt transparency reporting mechanisms, publish clear and comprehensive content moderation policies, and develop explicit review and appeal processes

The Recommendations for Responsible Tech—a set of guidelines crafted by the Centre for Law and Democracy which incorporates the work of Citizen Lab researchers—provide a useful framework for effectively addressing the moderation and removal of content.102

Currently, complaints regarding online abuse are predominantly addressed by opaque and voluntary decision-making premised on secretive internal policies. While some online platforms solicit input from relevant stakeholders in the formulation of internal policies for removal of abusive content and accounts, these policies generally develop in a vacuum and without public debate or discussion despite their wide-ranging public impact. It is perhaps not surprising that the product of these internal and closed processes can be unprincipled, and that threats against women in particular often receive insufficient attention.103 At minimum, consistently publicizing these policies will allow for necessary public dialogue on the scope of content removal activities, their excesses, and their shortcomings.104

Finally, the current absence of any meaningful appeal mechanisms and clearly established, consistent and participatory processes for intermediary assessment of claims from women experiencing online abuse confounds many of the challenges inherent in this context. Only the parties involved can provide the necessary context for a complaint, and such input can only be obtained through clearly defined and consistent complaint management processes.105 The absence of a clear and guaranteed right for complainants to provide detailed input into assessments of reported abuse also contributes to a general lack of faith that complaints will be taken seriously.106 The lack of any meaningful transparency in these decisions can also allow abuse of mechanisms designed to mitigate technology-facilitated violence, harassment, and abuse, and "often obscures discriminatory practices or political pressures affecting the companies’ decisions."107 For example, recently leaked Facebook content moderation training materials overtly emphasize the severity of generalized threats against political figures over comparable threats against women.108

The obligation to establish clear and consistent complaints-handling mechanisms, inclusive of an obligation to provide rationales underlying decisions and the adoption of internal appeals processes, is therefore critical to any effective attempt to address online abuse through voluntary mechanisms.

Recommendation 11: All policy frameworks related to the removal and moderation of online content should account for the global nature of intermediaries

A final challenge to effectively and proportionately addressing technology-facilitated violence, harassment, and abuse emerges from the global nature of online intermediaries. The absence of a clearly defined consensus over the legal parameters of online abuse poses challenges for global platforms seeking to reconcile the numerous overlapping standards and norms governing tolerance for technology-facilitated violence, harassment, and abuse, for freedom of expression and for privacy. In navigating this complex overlapping matrix of norms, there must be minimal baselines rooted in international human rights norms that apply regardless of the domestic context in which they arise: online abuse of a degree that is simply never acceptable, expression that must be preserved regardless
of jurisdiction, and privacy safeguards that must be navigated as necessary prerequisites to investigations of online abuse.

Within these limits, some latitude for domestic contexts should be respected. This remains a rapidly emerging area of law, and the development of standards and guiding principles can help ensure realization of these goals. For example, where an online platform is compelled to remove abusive content due to violation of a state’s laws, access to that content should generally only be restricted for residents of that state. At the same time, states should develop international norms around the most egregious and uncontroversial abusive online conduct such as the non-consensual distribution of intimate images. Second, global platforms must respect the right to free expression as enshrined in international human rights instruments, even when assessing demands from states that lack formalized domestic human rights instruments. Third, where a global platform faces data access demands from foreign jurisdictions, processes can be developed to expedite assessment of such data requests by courts, and mechanisms such as those set out in Mutual Legal Assistance Treaties can be streamlined to facilitate more efficient access. However, legal protections and safeguards in both the requesting and the data host jurisdiction must be respected prior to the disclosure of said data and cross-border access should never be used as a means of bypassing minimal safeguards in one jurisdiction by relying on weaker safeguards in another.

A need for urgent action on the use and sale of commercial spyware and “stalkerware”

Governments worldwide are increasingly requiring telecommunications operators and Internet service providers to develop new tools in the name of fighting cybercrime and countering terrorism. This emerging market demand for spyware and surveillance tools has been met by a number of private firms worldwide, who specialize in the production of highly-sophisticated intrusive software capable of targeting the devices of users and granting access to personal information.

The commercial surveillance industry is estimated to be worth at least US$5 billion. Its products have been developed largely in Western nations and marketed for sale to law enforcement and intelligence agencies worldwide, including to those operating in autocratic regimes with questionable human rights records. As Citizen Lab’s Senior Legal Advisor Sarah McKune and Director Ronald Deibert have written, “where some see insecurity, others see a welcome market opportunity. Indeed, business is booming for a specialized market to facilitate the digital attacks, monitoring, and intelligence-cum-evidence-gathering conducted by government entities or their proxies.” Examples include Remote Control Systems, made by the Italian company Hacking Team, the German-developed FinFisher suite, and Israel-based NSO Group’s Pegasus spyware.

These tools have various features—for example, they can be used to covertly track an individual’s GPS location, monitor and intercept their communications (including e-mails, phone calls, text messages, and social media activity), send fake messages on behalf of the target, remotely activate device microphones and cameras, access photos and videos, steal application passwords, duplicate call and message logs, and notify a monitoring party if the device is turned off.
While these tools may be principally developed with purposes of counterterrorism and espionage in mind, by various means—from creative commercial repackaging to black market sale—they fall into the hands of ordinary criminal or abusive actors. The proliferation of spyware technologies poses a distinct threat to the rights of women on at least two fronts. First, they have been used with impunity to target human rights activists, journalists, politicians, lawyers, and civil society organizations—including those working to defend the rights of women and girls. Second, these tools are increasingly being repackaged and sold to facilitate domestic violence, stalking, and other forms of technology-facilitated harassment and abuse that threaten the safety of women and girls.

Our research has found dozens of cases where commercial spyware has been deployed against civil society groups and human rights activists in the United Arab Emirates, Mexico, and Ethiopia, among others. In a recent series of reports, Citizen Lab research revealed that both a well-known female journalist as well as a prominent female lawyer representing the families of three slain Mexican women were personally targeted with NSO Group’s government-exclusive Pegasus spyware. Notably, journalist Carmen Aristegui’s minor child was also targeted using NSO technology, highlighting the additional risks women face as caregivers in this context.

In July of 2017, a group of United Nations experts called on the government of Mexico to “to carry out a transparent, independent and impartial investigation into allegations of monitoring and illegal surveillance against human rights defenders, social activists, and journalists,” based on the results of research conducted by Citizen Lab and others.

Government-exclusive spyware produced by these companies has also been used to target internationally recognized human rights defenders like Ahmed Mansoor and public health activists challenging the soda industry. These targeted attacks against civil society raise myriad human rights concerns, and the consequences of abuse can be profound. Notably, both Gamma International (developer of FinFisher) and Cisco Systems Inc. (architects of China’s “Great Firewall” and a special “Falun Gong module” for surveillance and identification) have been named in multiple proceedings in which they were accused of developing surveillance tools that facilitate torture and other human rights abuses. This pattern of abuse has critical implications for women’s rights organizations and other gender advocacy groups vulnerable to these forms of targeted attack.

The proliferation of commercial spyware has implications for the safety of all women. A recent in-depth investigation conducted by VICE/Motherboard shed light on the use of these covert surveillance tools in the domestic violence context, where they are frequently referred to as “stalkerware.” Software with precisely the same capabilities as the spyware tools used to covertly monitor state actors or abused to target human rights activists can also be purchased for the purpose of monitoring a spouse or ex-partner—frequently for less than US $100. These tools allow abusers to exercise near-total control over a target’s life and are notoriously difficult to detect (and, even in circumstances where a target is aware that she is subject to electronic surveillance, practical constraints may prevent her from taking action in response). Though the use of commercial software is widespread, a review of case law in Canada and the United States suggests that its users and manufacturers are rarely prosecuted.

Yet in the United States, a National Public Radio survey of women’s shelters revealed the pervasive state of the commercial spyware problem in the domestic violence context: 85% of shelters said they were “working directly with victims whose abusers tracked them using GPS” and 75% said they were working with “victims whose abusers eavesdropped on their conversation remotely.” Countless companies operating under various names are engaged in the sale and distribution of these technologies, and are part of a larger market ecosystem which facilitates domestic violence, abuse and stalking through other
technological means—such as criminal “hacker-for-hire” services that use phishing attacks to steal passwords to e-mail and social media accounts.\textsuperscript{130}

One of the most well-known developers of commercial stalkerware is a company called FlexiSpy, which also sells an unbranded, private version of the technology which can be repackaged to meet various purposes (similar software, like Mobistealth,\textsuperscript{131} has also been marketed for the purpose of surreptitiously monitoring children or employees).\textsuperscript{132} FlexiSpy has a “sister company” called RaySoft that sells surveillance and hacking tools to law enforcement and intelligence, and which may have provided software to Gamma International for the development of FinSpy/FinFisher.\textsuperscript{133} In other words, the commercial entities involved in tools used to target human rights defenders and those involved in developing stalkerware that jeopardizes the safety of women and girls are intimately interlinked—and in some cases, may even be one and the same.

**Recommendation 12:** States should hold manufacturers of commercial spyware accountable and engage legal measures to ensure that these tools are not abused to facilitate surveillance against women and human rights defenders

As McKune and Deibert have written, there is an urgent need to create accountability among private market actors engaged in the sale of digital surveillance tools, which are abused by governments and malicious actors alike.\textsuperscript{134} Women—both as individuals in communities, and when working toward larger goals in human rights and civil society—face unique and acute risks as a result of these technologies.

Companies have independent obligations to respect human rights internationally,\textsuperscript{135} but holding spyware manufacturers accountable in practice requires both international coordination and strong initiative from states. While “there is no single mechanism best suited to addressing the problems associated with the spyware trade,” there is a possibility of developing a “web of constraints” to mitigate harm through a mix of public and private law, at domestic, regional and international levels.\textsuperscript{136} At the outset, there is a need to systematically map frameworks for criminal and civil liability for those who abuse commercial spyware to surveil women and civil society actors (and for spyware vendors who are complicit in that surveillance).\textsuperscript{137} There are also multiple other avenues through which the activities of spyware manufacturers may be constrained, from export controls\textsuperscript{138} and consumer protection law\textsuperscript{139} to contract and intellectual property law.\textsuperscript{140} The legal frameworks to oversee and constrain the activities of private military and security contractors (PMSCs) will in some cases cover the activities of those in the spyware trade as well.\textsuperscript{141}

The Special Rapporteur should engage on this issue to highlight the unique costs to women, calling on states to take action that regulates spyware vendors and minimizes the risk that these tools will be used to facilitate human rights abuses, particularly gender-based violence, harassment, and abuse.

**The importance of stakeholder education, training, and capacity-building**

Most legal professionals, law enforcement, and frontline workers do not receive basic training on the intersections between technology and violence against women, despite the fact that acts of gender-based violence, harassment and abuse are increasingly likely to have a technological nexus. For
example, a 2016 article in *The Guardian* reported that there were “serious concerns over the lack of skills and capability to properly investigate online abuse” among police officers in England and Wales, noting that less than 8% of the force had specialized training to respond to digital crime. Without adequate training or access to resources on the ways in which technology is misused by stalkers, abusers, and other perpetrators, justice system and frontline anti-violence workers cannot provide the necessary supports to victimized women, children, and youth. A lack of digital literacy can dramatically impair the ability to appropriately identify legal wrongs; limit opportunities available for mitigation and redress; and may result in the provision of inaccurate and dangerous advice, exacerbating harm. Conversely, technologists require better resources to evaluate the potential impacts and risks of the software they develop for women and girls.

Expert-led technical training and educational resources are vital for professional development across many fields. As part of our efforts to improve digital literacy, the Citizen Lab has researched and written extensively on the human rights implications of technologies ranging from smartphones and web browsers to spyware and wearable fitness tracking devices. The need for such materials (adapted for non-specialist audiences) is particularly urgent when the safety and rights of vulnerable groups are at stake.

**Recommendation 13: States should commit to supporting the development of specialized legal education materials and clinical resources on issues of technology-facilitated violence, harassment, and abuse**

Legal professionals require practical training on the intersections of technology, law, and gender-based violence. In particular, prosecutors and judges need to better understand the ways in which new technologies (a) can be misused by stalkers, abusers, and other violent perpetrators; and (b) can make it more difficult to hold perpetrators accountable for their crimes by creating investigative and evidentiary barriers. Similarly, lawyers and legal clinics need access to up-to-date information in order to provide women with access to effective legal advice and representation. This may take the form of continuing legal education (CLE) courses for counsel and members of the judiciary, as well as the creation and renewal of training resources such as handbooks, guidelines, and manuals.

Digital literacy is also required to ensure that judges and other government actors (such as child and family service workers) implement appropriate safeguards to protect victims. For instance, in the case of a protection order where the subject of the order remains permitted to communicate with his children, notice should be taken regarding who purchases the communication technology used, who owns it, and who is allowed to modify it. Even where the subject of the order is prohibited from installing spyware on a victim’s cell phone, he may be able to install spyware on a child’s phone, particularly if he bought the device.

**Recommendation 14: States should mandate regular, expert-led training for law enforcement on responding to reports of technology-facilitated violence, harassment, and abuse**

As discussed above, a major barrier faced by law enforcement is a lack of adequate training in determining what constitutes a chargeable offense in the digital context. As a result, many victims have no choice but to remain in danger and without recourse until online conduct escalates or evolves into more “traditionally” recognizable forms of wrongdoing. Sensitivity training around sexual offences,
harassment, and abuse that includes detailed information about the experiences of women and girls online—and how those experiences map onto legally recognized categories of wrongdoing—would help to prevent inaction and mitigate harm.\textsuperscript{151}

Properly trained law enforcement will also be better equipped to work with victims to identify and document relevant evidence. For example, more comprehensive technical knowledge will allow law enforcement to correctly advise victims about methods to document incidents of stalking or harassment.\textsuperscript{152} Stalking logs make it easier for law enforcement and prosecutors to establish a pattern of suspicious, threatening, or harassing behaviour, and the logging process can be empowering for some victims by allowing them to take an active role in holding perpetrators accountable.\textsuperscript{153}

**Recommendation 15: States should invest in resources, education and support for frontline anti-violence workers to develop greater technical literacy**

Frontline anti-violence workers (such as social workers and shelter staff) also require technical training to better understand new technologies and the ways in which technology can be abused to endanger women who access their services. Further, frontline workers should be trained to assess the use of technology by survivors when developing a safety plan, and to educate survivors about potential risks and benefits associated with various information technologies.\textsuperscript{154}

Anti-violence agencies and shelters are also in need of resources that allow them to bring organizational policies and procedures in line with best practices regarding data security and privacy—without which they are unable to effectively protect their clientele.\textsuperscript{155} For example, the Canadian Internet Policy & Public Interest Clinic (CIPPIC)\textsuperscript{156} has worked with women's shelters who were compelled to undertake highly sophisticated and rapidly evolving network obfuscation techniques before their clientele could safely use online services without risking exposure of their location to an abusive spouse or partner. Technical challenges of this nature can put women at direct risk of physical violence and often arise on short notice. Yet many shelters lack the in-house resources to address—and often even to assess—such challenges.

**Recommendation 16: The Special Rapporteur should encourage actors in the information and communication technology (ICT) sector to take a leadership role in preventing technology-facilitated violence, harassment, and abuse**

Technologists and software developers need a more thorough understanding of the ways in which the technologies they build can be misused to harass, impersonate, threaten, locate, and monitor victims. In particular, companies involved in the design and development of applications, communications platforms, and online communities should be educated about how women and girls experience (and risk experiencing) technology-facilitated abuse, harassment, and violence. Technologists and software developers should actively seek feedback from women on potential risks at the design and testing stages prior to product launch, and make the necessary and appropriate modifications to mitigate risk. Systems should also be designed to be responsive to reports of abuse, harassment, and other harmful conduct. The Special Rapporteur on violence against women is well-positioned to encourage, facilitate, and participate in this dialogue alongside leaders in the information and communication technology (ICT) sector.
Summary of recommendations

1. The Special Rapporteur on violence against women should collaborate with the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression and the Special Rapporteur on the right to privacy when formulating policy responses

2. States should ensure that all new powers conform with the International Principles on the Application of Human Rights to Communications Surveillance (“Necessary & Proportionate Principles”)

3. States should adopt legislative obligations for data collection and transparency reporting

4. States should modernize existing legislation to ensure that it remains effective and inclusive in light of technological change

5. States should protect and encourage the development of technologies—including encryption and anonymity tools—that protect the rights of women and girls online

6. States should adopt legal mechanisms to protect the anonymity of complainants in both civil and criminal proceedings

7. Mechanisms for states and private litigants to access identification data from Intermediaries should be rights-protective, effective and tailored

8. Intermediaries should not be compelled to remove content in the absence of a narrowly tailored and specific court order, issued further to a clearly defined legal prohibition

9. All new measures adopted by states to regulate online content removal should conform with the Manila Principles on Intermediary Liability

10. Intermediaries engaged in the moderation of online conduct should be encouraged to adopt transparency reporting mechanisms, publish clear and comprehensive content moderation policies, and develop explicit review and appeal processes

11. All policy frameworks related to the removal and moderation of online content should account for the global nature of intermediaries

12. States should hold manufacturers of commercial spyware accountable and engage legal measures to ensure that these tools are not abused to facilitate surveillance against women and human rights defenders

13. States should commit to supporting the development of specialized legal education materials and clinical resources on issues of technology-facilitated violence, harassment, and abuse

14. States should mandate regular, expert-led training for law enforcement on responding to reports of technology-facilitated violence, harassment, and abuse

15. States should invest in resources, education and support for frontline anti-violence workers to develop greater technical literacy

16. The Special Rapporteur should encourage actors in the information and communication technology (ICT) sector to take a leadership role in preventing technology-facilitated violence, harassment, and abuse
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