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Access to strong encryption technology is integral to the defense of human rights in the twenty-first century. This
technology is also essential for securing digital transactions, ensuring public safety, and protecting national security interests. Yet
many state agencies have continued to argue that encryption poses an unacceptable barrier to their investigative and
intelligence-gathering activities. In response, some governments have called for limits on the public availability and use of secure,
uncompromised encryption technology. This report examines the parameters of this debate, paying particular attention to the
Canadian context. It provides critical insight and analysis for policymakers, legal professionals, academics, journalists, and
advocates who are trying to navigate the complex implications of this technology. The report proceeds in five sections.

Proposed policy responses to the challenges raised by encryption are sometimes rooted in technical misunderstandings
or overconfident rhetoric rather than an accurate view of the technology. Section One provides a brief primer on key technical
principles and concepts associated with encryption in the service of improving policy outcomes and enhancing technical literacy.
In particular, we review the distinction between encryption at rest and in transit, the difference between symmetric and
asymmetric encryption systems, the issue of end-to-end encryption, and the concept of forward secrecy. We also identify some of
the limits of encryption in restricting the investigative or intelligence-gathering objectives of the state, including in particular the
relationship between encryption and metadata.

Section Two explains how access to strong, uncompromised encryption technology serves critical public interest
objectives. Encryption is intimately connected to the constitutional protections guaranteed by the Canadian Charter of Rights and
Freedoms as well as those rights enshrined in international human rights law. In particular, encryption enables the right to privacy,
the right to freedom of expression, and related rights to freedom of opinion and belief. In an era where signals intelligence
agencies operate with minimal restrictions on their foreign facing activities, encryption remains one of the few practical limits on
mass surveillance. Encryption also helps to guarantee privacy in our personal lives, shielding individuals from abusive partners,
exploitative employers, and online harassment. The mere awareness of mass surveillance exerts a significant chilling effect on
freedom of expression. Vulnerable and marginalized groups are both disproportionately subject to state scrutiny, and may be
particularly vulnerable to these chilling effects. Democracies pay a particularly high price when minority voices and dissenting
views are pressured to self-censor or refrain from participating in public life. The same is true when human rights activists,
journalists, lawyers, and others whose work demands the ability to call attention to injustice, often at some personal risk, are
deterred from leveraging digital networks in pursuit of their activities. Unrestricted public access to reliable encryption technology
can help to shield individuals from these threats. Efforts to undermine the security of encryption in order to facilitate state access,
by contrast, are likely to magnify these risks. Uncompromised encryption systems can thus foster the security necessary for
meaningful inclusion, democratic engagement, and equal access in the digital sphere.

The nexus between strong encryption and free expression is particularly strong. For example, encryption is an integral
component of anonymity and censorship circumvention tools. Encryption also limits the effectiveness of automated content
filtering systems used by states to control access to news, political speech, cultural expression, health information, and art.
Similarly, a free press depends on the ability to receive documents securely and to communicate anonymously with sources. In
many parts of the world, the physical safety of individuals relies on access to secure communications technology. This may be
particularly true for political dissidents, human rights workers, and journalists. In authoritarian countries and conflict zones,
access to effective encryption tools can sometimes mark the difference between safety and imprisonment.

Access to strong, uncompromised encryption technology is also critical to the economy. In a technological environment
marked by high financial stakes, deep interdependence, and extraordinary complexity, ensuring digital security is of critical
importance and extremely difficult. Encryption helps to ensure the security of financial transactions and preserves public trust in
the digital marketplace. From sensitive financial information to dating sites to health records, technology companies hold the key
to the most intimate details of our lives. The cost of a security breach, theft, or loss of customer or corporate data can have
devastating impacts for both private sector interests and individuals’ rights. Weakening the very systems that protect against these
threats in order to facilitate government access would constitute irresponsible policymaking. Access to strong encryption
encourages consumer confidence that the technology they use is safe, and that the companies they entrust with their data will
not be improperly deputized by the state.



Finally, encryption is vital to protecting public safety and national security. Public access to effective digital security
technology prevents countless forms of digitally mediated crime: from identity fraud, theft, and extortion to larger scale intrusions
of networks and infrastructure. Encryption is also necessary for the work of law enforcement and intelligence agencies, which
must be able to carry out their activities securely and, at times, anonymously. Effective encryption maintains the confidentiality of
undercover investigations, preserves state secrets, and protects the sensitive work of judges, civil servants, and diplomats alike.

Section Three explores the history of encryption policy across four somewhat distinct eras, with a focus on Canada to the
extent the Canadian government played an active role in addressing encryption. The first era is characterized by the efforts of
intelligence agencies such as the United States National Security Agency (NSA) to limit the public availability of secure encryption
technology. These agencies applied pressure covertly in the development of cryptographic standards and exerted direct influence
within the technical community. Export controls were also used to prohibit and limit the dissemination of strong encryption
software, often through restrictions on key length. If emerging technology firms hoped to operate in a global marketplace, these
controls deterred them from designing their tools securely.

In the second era of the 1990s, encryption emerged as a vital tool for securing electronic trust on the emerging web.
Traditional mechanisms relied upon by the state to limit the spread of encryption technology, including export controls and
informal pressure, became less effective. Law enforcement began to raise alarms over the potential for encryption to limit the
efficiency of investigations. Cryptographic policy became a hotly contested issue, to the point that the debates during this era are
often referred to as the “Crypto Wars.” While acknowledging that improved digital security provided benefits to businesses and
consumers, governments also insisted on the ability to access these new electronic records. They demanded that technology
companies insert “backdoor” access to their software or retain decryption keys in escrow to facilitate state access. These efforts
crystallized in an American proposal called the “Clipper Chip.” This proposal, and other proposals like it, were ultimately defeated
following sustained opposition from civil liberties groups (which argued the proposed technology threatened human rights) and
the technical community (which argued that the proposal posed an unacceptable risk to security). In the third era—between 2000
and 2010—the development and proliferation of strong encryption technology in Canada, the United States, and Europe
progressed relatively unimpeded. As the Internet matured, law enforcement and intelligence agencies developed a complex array
of new legal powers and investigative techniques—but encryption did not play a prominent role on the public agenda.

The fourth era encompasses from 2011 to the present day. Over the last decade, calls to compromise, weaken, and restrict
access to encryption technology have steadily reemerged. This era has been characterized by the claim that encryption is once
again responsible for a growing gap between the data that state agencies are lawfully authorized to obtain and their practical
ability to access it. This narrative, engineered largely by the U.S. Federal Bureau of Investigations (FBI), has adopted the colloquial
shorthand “going dark” as an organizing theme. In response, various agencies and high ranking officials in Canada, the United
States, the United Kingdom, and Australia have demanded limits on encryption with an increasing sense of urgency. In 2016, the
issue of encryption was raised as part of the Canadian government’s far-reaching national security consultation process. In several
other countries, including Australia, proposals explicitly addressing the encryption debate have returned to the legislative agenda.
While these proposals have generally failed to engage with the important public interest objectives served by public access to
secure encryption, they set the backdrop for the current debate.

Section Four reviews the broad spectrum of legal and policy responses to government agencies’ perceived encryption
“problem,” including historical examples, international case studies, and present-day proposals. The section provides an overview
of factors which may help to evaluate these measures in context. In particular, it emphasizes questions related to (1) whether the
proposed measure is truly targeted, and avoids collateral or systemic impacts on uninvolved parties; (2) whether there is an
element of conscription or compelled participation which raises an issue of self-incrimination or unfairly impacts the interests of a
third party; (3) whether, in considering all the factors, the response remains both truly necessary and truly proportionate. The
analysis of policy measures in this sections proceeds in three categories. The first category includes measures designed to limit
the broad public availability of effective encryption tools. The second category reviews measures that are directed at
intermediaries and service providers. The third category focuses on efforts that target specific encrypted devices, accounts, or
individuals.

In the first category, we explore measures principally designed to limit the public availability of secure and
uncompromised encryption. In the international context, there are examples where states have attempted to achieve this
objective through the outright criminalization of encryption technology. Efforts to censor access to popular encryption tools and
messaging applications also continue to be relatively common internationally, despite widespread public opposition and legal



resistance. These measures are rarely successful in meeting their stated objectives, seriously jeopardize human rights, and
regularly entail far-reaching unintended consequences. Historically, limits on key length and regulations that prescribe
“permissible” algorithms have played a similar role. The report also notes that there are significant parallels between those
historical examples and modern-day calls to ban the use of end-to-end encryption in countries like the United Kingdom and
Australia. In this section we also canvass less direct measures, such as export controls, which have both prevented the availability
of strong encryption in other jurisdictions and deterred its development domestically. Finally, some government agencies have
attempted to undermine the public availability and use of secure encryption by covertly subverting encryption standards and
protocols. When vulnerabilities are secretly incorporated at the development stage, they can later be exploited to access data
secured using these deficient systems.

The second category includes measures which target intermediaries, service providers, and manufacturers. The most
frequently discussed proposals are those colloquially referred to as “exceptional access” models. These measures generally
propose that intermediaries and service providers design their software in a manner that facilitates access by law enforcement
and intelligence agencies but excludes all other third parties. Despite various proposals for models that purport to achieve this
objective, the technical consensus remains that these systems introduce an unacceptable degree of risk and complexity, create
single points of failure, and are fundamentally unworkable in practice. The same weaknesses introduced to facilitate state access
inherently risk exploitation by other adversarial parties, including criminals and foreign governments alike. These measures
therefore ultimately implicate the same public interest and human rights concerns as the first category. When applied to global
platforms, “exceptional access” proposals create even more profound possibilities for abuse in authoritarian countries and those
with problematic human rights records. The second category also examines the issue of voluntary private sector efforts to
undermine user security by facilitating state access—compliance generally achieved through the use of political, economic, or co-
regulatory pressure. The report then reviews the issue of how various legal instruments can be used to create mandatory
decryption requirements for telecommunications service providers in Canada. These types of measures do not obligate affected
intermediary to use one type of encryption mechanism over another. However, they can operate as a deterrence against the
standardization of more secure encryption where this would disrupt the status quo by removing an intermediary’s ability to
decrypt communications. Finally, this section of the report briefly explores other forms of mandatory participation in law
enforcement investigations by third party service providers, including provisions for production orders and assistance orders in
the Canadian Criminal Code. In aggregate, these types of measures can dramatically weaken consumer trust, undermine the
reputation of service providers, stifle technical innovation, and limit economic competitiveness.

In the third category, the report examines legal measures that enlist targeted individuals in the compelled decryption of
their data, devices, or accounts. In most cases, these measures involve forcing the subject of an order to surrender an encryption
key or password. Courts in both Canada and the United States have generally found that such measures—to the extent that they
concern suspects or accused persons in criminal investigations—engage the individual’s constitutionally protected rights to
silence and against self-incrimination. This issue of compelled password disclosure is further explored in the context of “search
incident to arrest,” and where individuals are subject to the search of electronic devices at the Canadian border. In some
jurisdictions, courts have drawn a distinction between alphanumeric passwords and biometric identifiers (e.g., fingerprints or
facial scans) for the purpose of evaluating the accused person’s rights against self incrimination. The report argues that these
distinctions take an inappropriately formalistic view of the safeguards provided for in the Canadian Charter and fail to recognize
the intimate connection between the rights to silence, against self-incrimination, and to privacy. A contextual and purposive
approach instead requires that courts focus on the broader issue of compelled participation rather than on the particular
technological form that participation takes. The report also highlights that the fact that an individual has made use of encryption
software should not contribute to a finding of guilt. Such presumptions are neither contextually appropriate nor likely to
withstand constitutional scrutiny, despite some courts having drawn prejudicial inferences from such use. Finally, we provide a
brief overview of other forms of mandatory key disclosure that may also be problematic, but engage a different constitutional
context, including civil orders for the preservation of evidence (“Anton Piller” orders) and bail conditions.

Section Five examines the necessity of proposed responses to the encryption “problem.” First, it questions the extent to
which encryption actually poses an insurmountable barrier for law enforcement and intelligence agencies. In practice, encryption
rarely presents an absolute guarantee of security. State agencies already rely on an array of legal powers and investigative
techniques to bypass encryption without requiring new powers or legal capabilities. Investigators will often be able to take
advantage of weaknesses in the design or implementation of an encryption system in order to secure evidence or intelligence.
They may also be able to exploit endpoint devices used by a target or their communication partners—in many cases, the weakest



link in a security system will be the humans who use it. These investigative techniques will undoubtedly involve additional
resources, time, or complexity in some circumstances. However, these costs are better characterized as sources of investigative
friction, rather than investigative impossibility. The practical barriers posed by encryption may also provide a healthy incentive for
state agents to ensure that intrusive activities are tailored, targeted, and directed towards the most pressing and serious
government objectives. It remains true that some encryption mechanisms will require more sophisticated strategies that are likely
to remain within the exclusive purview of intelligence agencies, at least for the foreseeable future. However, these agencies are
increasingly empowered to provide technical assistance to law enforcement and, moreover, local police departments are
themselves beginning to develop the internal capacity to mitigate the challenges posed by encryption by developing specialized
technical units and engaging in relationship-building with third party vendors. It should be noted that many of these investigative
methods are highly intrusive and independently problematic, and thus raise their own distinct human rights and civil liberties
concerns. Yet these techniques and measures are undeniably part of many law enforcement and intelligence agencies’ current
toolsets. Ignoring these capabilities while calling for more direct laws to regulate encryption therefore fails to take a contextual
view of the problems that strong and uncompromised encryption technologies may pose for government agencies.

Though encryption will inevitably shield some data from state agencies, law enforcement and intelligence agencies
generally do not lack the information necessary to do their work. Far from “going dark,” more information about individuals’
private lives is available today than at any previous moment in human history. Business incentives continue to favour the creation
and aggregation of data in formats which remain accessible to service providers, state agents, and other third parties in
unencrypted formats. Data is also collected from a wider range of sources than ever before—networked refrigerators,
thermometers, fitness trackers, televisions, cars, and pacemakers all create records of activities that were previously ephemeral or
nonexistent. Data is further available from cloud based storage services, metadata associated with file downloads or viewed
videos, and open source intelligence sources such as social media. Finally, open source intelligence gathering is becoming a
growing source of electronic evidence and intelligence. In all of these cases, information may be accessible in unencrypted
formats once government agencies secure the appropriate judicial approval to obtain it. Canadian law enforcement and
intelligence agencies have the legal tools and, increasingly, the technical capabilities to fully exploit these and other data sets to
achieve their objectives.

A holistic and contextual analysis of the encryption debate makes clear that the investigative and intelligence costs
imposed by unrestricted public access to strong encryption technology are often overstated. At the same time, the risks
associated with government proposals to compromise encryption in order to ensure greater ease of access for state agencies are
often grossly understated. When weighed against the profound costs to human rights, the economy, consumer trust, public safety,
and national security, such measures will rarely—if ever—be proportionate and almost always constitute an irresponsible
approach to encryption policy. In light of this, rather than finding ways to undermine encryption, the Government of Canada
should make efforts to encourage the development and adoption of strong and uncompromised technology.



In this report, we have foregrounded a basic explanation of encryption technology because certain recurring policy
responses to encryption—while often politically attractive or superficially persuasive—are untenable in the face of technological
reality. Inaccurate beliefs or inadequate knowledge about how encryption works can be a major barrier to meaningful user
security.! It can also be difficult for legislators and policymakers to understand the full implications of their decisions without
accurate mental models or a working knowledge of basic technical principles. This section therefore explains some core terms
and concepts before advancing to a broader discussion of the legal and policy landscape regarding encryption. Fundamentally, it
is meant to provide a high-level technical overview in order to assist academics, legal professionals, judges, journalists, and
policymakers better understand both the technology and its policy implications.?

Cryptography is the study and application of techniques, methods, principles, and systems to protect information from
adversaries.3 Encryption refers to the application of cryptographic algorithms (generally called a cipher) to transform data
(plaintext) using a random character string (a key) into an incomprehensible form (ciphertext). Decryption, by contrast, is the
process of using a key to transform ciphertext back into plaintext, a readable form. Figure 1 presents an example of what
ciphertext can look like:

hQIMA6RIHrIehQHrARAAmk6+p3x6LGGjIuabw//uWdWC1l16x1bPmleeYzJ9Dpbfv
Jupwy LTOUtffM4Dud4xbyAk3XbudXgaayR1PhfOk+yrUlpehmdp+ArrgSo75SfBy
ShUseMWk+gMvdj@pDoQ7DD2uYIKYtRibUTAeNVb8415s0HC1ZdMc9gtw5X5UUvpP
xFvtkzd2PnP08AgRnbkCizabNjbho/ealtuZ2dEQ8ONFIakhKtDCobiBSxrXPP0Oo
75cn3Wyqx02C1lw/t03zwcP4rve3SbkFigP8vrP0oT+p538wR1bgR+C1lQqx2fqaY®@
aKQk7rL7qzgLS@Ok9Loicf1fm2czdNZAd+X6jgDVihobA8EJaF9XtQ4qRHNAXHMVX
PXgGgqq2MGh@QBidUDCAEztj/P4Gngw9004+Yx/F61wG0cyAAe+QmIMtKVw3wmcbu
1cJ40m7+NIMoEKkBj k2Bn@GNVZgNuR3vDjzpW8fZMX5gVZTiWz1dh1KCn995TOuF
m1CMRCLne/LcSBK2hHwWLfR3ImJ90EbmNtCjV9a99Xa9BS9aXb1tBfGWGNvsgVsMn
3vDv50UZ3g5e@nQ8dfbaDkazLaHh+CGk1lhDwo//W9GwIaYSk6J0B5rsCRYqaCMUq

Figure 1: Sample Ciphertext

Encryption preserves the confidentiality of information: without the correct key, the ciphertext is illegible to third parties.
Cryptography can also be used to authenticate the identity of the sender (i.e., to verify that the sender is who she says she is) or to
confirm the integrity of a document, file, or message (i.e. to confirm the contents of a sealed or signed file have not been modified
in transit). However, this report primarily focuses on the use of encryption as a confidentiality mechanism.# The process of
encryption and decryption is often facilitated by a program that relies on a user-established password or passphrase.

A third party can attempt to decrypt the ciphertext without knowing the key in advance. For example, a brute force attack
involves systematically guessing possible numeric or alphanumeric combinations exhaustively until the correct key is found (this

1 Ruba Abu-Salma et. al. (2017), “Obstacles to the Adoption of Secure Communication Tools,” IEEE Computer Security <https://www.ieee-security.org/TC/SP2017/
papers/84.pdf> at 14:

“The key takeaway from mental models research is that non-experts do not understand abstract security properties. They can
only understand why a property matters in the context of a specific threat model that matters to them.”

See also: Alma Whitten and J. D. Tygar (1999), “Why Johnny Can’t Encrypt: A Usability Evaluation of PGP 5.0,” at USENIX Security Symposium <https://
people.eecs.berkeley.edu/~tygar/papers/Why_Johnny_Cant_Encrypt/USENIX.pdf>.

2 For individuals seeking a resource to improve their personal digital security practices, see Security Planner (2017), The Citizen Lab <https://securityplanner.org>.

3 See OECD Council Recommendation Concerning Guidelines for Cryptography Policy (1997), C(97)62/FINAL, adopted 27 March, 1997 <https://www.oecd.org/sti/
ieconomy/guidelinesforcryptographypolicy.htm=>, Annex: “Guidelines for Cryptography Policy.”

“Cryptography means the discipline which embodies principles, means, and methods for the transformation of data in order to
hide its information content, establish its authenticity, prevent its undetected modification, prevent its repudiation, and/or
prevent its unauthorised use.”

4 For a fuller plain language explanation of the informational properties that encryption can support (including confidentiality, privacy, authenticity, availability,
integrity, and anonymity), see e.g. Wolfgang Schulz & Joris van Hoboken (2016), “Human Rights and Encryption,” UNESCO Series on Internet Freedom <http://
unesdoc.unesco.org/images/0024/002465/246527E.pdf>, Section 2.
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is sometimes called exhaustive search).> Similarly, cryptanalysis involves the use of mathematical techniques to identify errors,
weaknesses, or patterns in an encryption system that would permit a key to be “guessed” or determined at a rate faster than by
brute force alone.® Other attacks can target the implementation of a cryptographic system—for example by trying to obtain a
target’s key or password directly, or by accessing the plaintext after the target has decrypted it herself.

Properly implemented modern cryptographic systems can keep information secure even from governments and other
powerful adversaries. This is because it is extremely computationally challenging to “guess” the correct key.7” For example, the
number of possible keys for a given string of ciphertext encrypted using the algorithm AES-128 is so large that it would take
powerful supercomputers millions of billions of years and immense amounts of electricity to guess the correct key by exhaustive
search.8 For this reason, efforts to bypass encryption rarely involve brute force alone. Rather, adversaries target weaknesses in the
design or implementation of an encryption system, the physical computers that are involved in implementing it, or the humans
who use it. Such attacks frequently focus on obtaining direct access to the secret encryption key or associated password used by
atarget.s

To protect the key used in the encryption process, encryption tools will derive the secret key from a secret value known
only to an individual user, or subject to the exclusive control of that user. That value is normally a string of characters chosen by
the user in the form of a password, passphrase, or numeric codel% This process involves taking the user-provided value,
combining it with another random character string (referred to as a “salt”), and then using an algorithm to generate the
cryptographic key.!! If the cryptographic system has been properly implemented, the secret key will be impossible to derive
without the value provided by the individual user.12 This means that for a device like a mobile phone, there is generally a single
encryption key that does not change, as well as at least one user-determined PIN or password that “wraps” the encryption key
(i.e., the PIN or password encrypts the key, which in turn encrypts the device). Some mobile devices also add an additional layer
by using a biometric identifier (like a fingerprint or facial recognition scan) that releases a key once a successful biometric match
occurs. That key is then used to unwrap the master key and decrypt the data.13

5 National Institute of Standards and Technology (2013), “Glossary of Key Information Security Terms”, NISTIR 7298 Rev 2, Richard Kissel, Ed (May 2013) <http://
dx.doi.org/10.6028/NIST.IR.7298r2> at 27.

6 |bid at 52.

“Cryptanalysis — 1) Operations performed in defeating cryptographic protection without an initial knowledge of the key
employed in providing the protection. 2) The study of mathematical techniques for attempting to defeat cryptographic
techniques and information system security. This includes the process of looking for errors or weaknesses in the implementation
of an algorithm or of the algorithm itself.”

7 This of course is only the case in our current technological context. Potential future developments, including developments in the field of post-quantum computing
and quantum cryptography, may change this. Note that these concerns generally only apply to public-key or asymmetric cryptosystems, whereas symmetric
cryptosystems will theoretically remain secure.

See e.g., Lily Chen et. al. (2016), “Report on Post-Quantum Cryptography,” NISTIR 8105, National Institute of Standards and Technology, U.S. Department of Commerce
<http://dx.doi.org/10.6028/NIST.IR.8105>.

From abstract: “If large-scale quantum computers are ever built, they will be able to break many of the public-key cryptosystems
currently in use. This would seriously compromise the confidentiality and integrity of digital communications on the Internet
and elsewhere.”

8 Jeffrey Goldberg (2013), “Guess Why We’re Moving to 256-bit AES Keys”, Agilebits Blog, (9 March 2013) <https://blog.agilebits.com/2013/03/09/guess-why-were-
moving-to-256-bit-aes-keys/>.

9 National Institute of Standards and Technology (2016), “Recommendation for Key Management, Part 1: General”, NIST Special Publication 800-57 Part 1, Rev 4 (January 2016)
<https://dx.doi.org/10.6028/NIST.SP.800-57pt1r4> at 1.

“... poor key management may easily compromise strong algorithms. Ultimately, the security of information protected by cryptography
directly depends on the strength of the keys, the effectiveness of the mechanisms and protocols associated with the keys, and the
protection afforded the keys. Cryptography can be rendered ineffective by the use of weak products, inappropriate algorithm pairing,
poor physical security, and the use of weak protocols.”

10 National Institute of Standards and Technology (2010), “Recommendation for Password-Based Key Derivation, Part 1: Storage Application”, NIST Special Publication
800-132 (December 2010) <http://nvlpubs.nist.gov/nistpubs/Legacy/SP/nistspecialpublication800-132.pdf>.

11 |pid.; Internet Engineering Task Force (2011), “PKCS #5: Password-Based Key Derivation Function 2 (PBKDF2) Test Vectors,” RFC 6070 (January 2011) <https://
tools.ietf.org/html/rfc6070>.

12 1t should be noted, however, that even if data has been “password protected,” that does not necessarily mean that it has been encrypted (and conversely, not all
cryptographic systems use passwords).

13 See e.g., discussion of TouchID and FacelD in Apple (2018), “iOS Security Guide—White Paper”, (January 2018) <https://www.apple.com/business/docs/
i0OS_Security_Guide.pdf>at 5 et seq.
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Figure 2: Encryption Key Derived from Password (Tina Salameh, 2018)

The particular mechanism used to derive a secret key can have practical, as well as legal, implications. For example, some
courts have made a distinction between the constitutional protections afforded to an individual based on the type of technical
mechanism in place (e.g., by distinguishing between a numeric pin and a fingerprint scan).

INFORMATION BOX 1: UNDERSTANDING THE STRENGTH OF A CRYPTOGRAPHIC SYSTEM

The cryptographic strength of an encryption algorithm is generally a function of the length of keys it uses.i The length of the key
used determines how many different “guesses” an adversary will need to make in order to successfully decrypt a given string of
ciphertext without initial access to the key. A 1-bit key size can generate two possible keys (1 or 0), whereas a 2-bit key size can
generate 22 possible keys (i.e., 1-1, 1-0, 0-1 or 0-0). The strength of a given key increases exponentially with each added bit—
using a 20-bit key length means that there are 220 (or 1,048,576) different possible keys, over 260,000 times more than a 2 bit key
size.

Most cryptographic systems require that the keys being used are generated at random. If a key generation algorithm is not
actually random, an adversary may be able to predict patterns, reducing the number of keys it needs to “guess” before finding
the right one. Even the security of a large key can be greatly undermined if the random number generator used to establish it is
flawed or not truly random by design.

Cryptanalysis can also uncover other ways to reduce the number of “guesses” it would take to find the correct key through brute
force. For example, known weaknesses in the way the popular 256-bit encryption algorithm AES-256 works mean that, under certain
theoretical conditions, the AES-256 key will be discoverable in the time it would take to exhaustively search only 27 different
combinations instead of the full 225% combinations, leading some experts to prefer AES-128 over AES-256, even though the latter
relies on a significantly higher key length.i

In this way, the key length employed by a given cryptographic system can be viewed as setting an upper ceiling for the overall
strength of that system, but not as determinative of that strength.

i Note that while the concept of exponential complexity is generally true for symmetric algorithms, it is not true for many popular asymmetric algorithms
like RSA. For an explanation of the difference between symmetric and asymmetric algorithms, see section “Symmetric and Asymmetric Encryption.” RSA
public keys consist of a very large number that is the product of two large primes. They are broken by factoring that number, and prime factorization is
sub-exponential. Whereas a 128 bit AES symmetric key would be resistant to a brute force attack, a 128 bit RSA asymmetric key would be trivial to break.
See: Jeffrey Knockel, Adam Senft & Ron Deibert, “WUP! There It Is: Privacy and Security Issues in QQ Browser”, Citizen Lab (28 March 2016) <https://
citizenlab.ca/2016/03/privacy-security-issues-qg-browser/>.

i The attack requires certain theoretical conditions unlikely to be met in most instances of real-world symmetric use of AES-256. See Alex Biryukov, Orr
Dunkelman, Nathan Keller, Dimitry Khovratovich & Adi Shamir, “Key Recovery Attacks of Practical Complexity on AES Variants with up to 10 Rounds”,
(August 2009) <https://eprint.iacr.org/2009/374.pdf>.




A number of other factors can impact the strength and nature of protection afforded by encryption, as well as impact who
is empowered to make decisions regarding the application of encryption to data. These factors include a general distinction
made between encryption at rest and encryption in transit.

Encryption at rest refers to data which is secured while it is persistently stored at an endpoint, such as on a laptop, a
mobile device, or on the server of a service provider. A user can choose to encrypt a single file, folder, or partition, or instead to
encrypt an entire device all at once (this is called full disk encryption). Many modern devices use full disk encryption by default, or
offer built-in tools that allow users to enable it. Users can also download specific software to encrypt their devices and files. When
a device is fully encrypted at rest and powered down, its contents are scrambled and almost entirely incomprehensible to third
parties without the decryption key. This protects the security of data, ensuring that it cannot be accessed by an unauthorized
third party if the device is stolen or lost. Malicious actors can also use device encryption attacks to encrypt data without the
permission of a device’s owner, locking legitimate users out of their own computers (usually until they pay the malicious actor’s
fee, which is why this kind of code is often referred to as ransomware).14

Encryption at rest can be applied at different locations and by different entities, with varying implications for the user.
When encryption is applied locally to data at rest on an end-user’s device such as a mobile phone or home computer, it is
typically referred to as client-side encryption. Data can also be stored and encrypted remotely, often referred to as server-side
encryption. Server-side encryption is common where data is stored on behalf of a customer by a cloud service provider, an email
or similar communications provider, or a range of other mobile application services (e.g., banking tools or health and fitness
tracking software).2> When encryption is applied server-side, the type and scope is typically determined by the service provider
that controls the servers upon which the data is stored, without user input. When a third party service provider is responsible for
encrypting user data, its decisions can affect the ultimate security of that information. In such instances it is up to the service
provider to decide both whether to encrypt at all, and how much of the data to encrypt. Notably, many service providers will
choose to encrypt the content of communications but not the metadata.

Where a service provider does choose to apply encryption, it can do so using a variety of techniques. Note that data that is
encrypted at rest is only as secure as access to the keys. A service provider can encrypt data in such a way that retains its access to
the keys and, by extension, its ability to decrypt user information on demand—with or without that user’s knowledge, consent, or
participation. By contrast, service providers can also choose to design their software so that they do not have the ability to
decrypt user data stored on their servers. Services like Spideroak One, Hushmail and Protonmail are all variations on this latter
model. As a result, if one of these services is compromised by a malicious actor or legally compelled to produce a copy of a user’s
private data, only the encrypted, illegible form of the data will be accessible to the third party.”

14 See e.g., Wikipedia, May 2017 WannaCry attack: <https://en.wikipedia.org/wiki/WannaCry_ransomware_attack> or Wikipedia, Petya family of encryption
ransomware: <https://en.wikipedia.org/wiki/Petya_(malware)>.

15 Health and fitness trackers provide a useful case study for understanding the potentially invasive scope of data that can be transmitted for remote storage on the
service provider’s servers.

See e.g., Andrew Hilts, Christopher Parsons & Jeffrey Knockel (2016), “Every Step You Fake: A Comparative Analysis of Fitness Tracker Privacy and Security,” Open Effect
<https://openeffect.ca/reports/Every_Step_You_Fake.pdf>; Kit Huckvale, José Tomas Prieto, Myra Tilney, Pierre-Jean Benghozi & Josip Car (2015), “Unaddressed
Privacy Risks in Accredited Health and Wellness Apps: A Cross-Sectional Systematic Assessment,” 13 BMC Med 214 <https://dx.doi.org/10.1186/s12916-015-0444-y>.

16 See e.g., Micah Lee (2016), “Battle of the Secure Messaging Apps: How Signal Beat Whataspp”, The Intercept (22 June 2016) <https://theintercept.com/2016/06/22/
battle-of-the-secure-messaging-apps-how-signal-beats-whatsapp/>.

“WhatsApp was able to announce it was using the Signal protocol to encrypt all messages, including multimedia messages and
group chats, for all users, including those on iOS, by default. So if a government demands the content of WhatsApp messages, as
in a recent case in Brazil, WhatsApp can’t hand it over — the messages are encrypted and WhatsApp does not have the key. But
it’s important to keep in mind that, even with the Signal protocol in place, WhatsApp’s servers can still see messages that users
send through the service. They can’t see what’s inside the messages, but they can see who is sending a message to whom and
when.”

17 Note the relationship between the encryption debate and data retention: you don't need to encrypt what you don't collect or process in the first place. See e.g. Open
Whisper Systems (2016), Grand jury subpoena for Signal user data, Eastern District of Virginia (4 October 2016) <https://signal.org/bigbrother/eastern-virginia-grand-
jury/>.
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Data may be encrypted at rest in multiple locations at once. For example, Signal (an encrypted messaging application)
encrypts all user content locally on their device. It also encrypts the data it stores or processes remotely on its own servers.18
Signal retains the ability to decrypt certain data stored on its servers (including registered users’ telephone numbers and profile
information) so it can use the information when it processes user actions on its service. Similarly, when a user accesses the Signal
app on her phone, the historical messages stored on that device will be decrypted so she can read them in plaintext.l? Decisions
about where data is stored, and which party has the power to decrypt it, will involve different risks, benefits, and trade-offs
depending on the types of security threats that most concern the user. For example, a user who does not believe their device is
physically secure may prefer to store all of their data on the servers of a cloud service provider, so that it can be retrieved even if
their device is lost or stolen. By contrast, a user who does not trust their service provider to adequately protect their data from
criminal actors or inappropriate state intrusion may prefer to store their data locally, on a device under their exclusive physical
control.

Individual users can protect their data even when it is stored on a third party’s servers by independently encrypting it
before uploading it to the service provider. A user can, for example, encrypt a file on their computer using a tool like GPG,2° and
then upload the encrypted file to a service like Dropbox or send it as an attachment to an email using a service like Gmail. Though
both Dropbox and Gmail can decrypt data they have encrypted themselves,?! neither service would be able to decrypt the file in
question because it was encrypted using keys solely in the hands of the end-user.

Encryption in transit refers to the process of using encryption to secure information as it travels from one computer to
another. This prevents data—such as web traffic, a text message, content entered into a webform, or an e-mail—from being
intercepted or modified by an unauthorized third party as it travels to its destination over the network. Encryption in transit
protects the confidentiality and integrity of the content while facilitating authentication.

When browsing the Internet using an unencrypted connection, private data (such as the specific web pages a user visits,
the content of their communications on those websites, usernames, passwords, or other personal information they enter into
webforms) can be seen by third parties—from government actors and law enforcement agencies to Internet service providers,
criminal eavesdroppers, or casual listeners on an unsecured network.22 By contrast, using HTTPS (that is, HTTP using the
Transport Layer Security (TLS) standard) to encrypt a connection to a given website protects much of that information from
eavesdropping or tampering (though the identity of the website, the user’s IP address, and certain kinds of other information
remain visible).22 Of course, data that is encrypted in transit can still be vulnerable if it is not adequately secured and encrypted at
rest once received.

As is the case when data is encrypted at rest, attempts to encrypt data in transit are only as secure as the keys used in the
encryption process. End-to-end encryption refers to systems which encrypt a message in-transit so that only the devices at either
end of the exchange have access to the keys required to decrypt the data. In other words, the service provider or intermediary

18 See Open Whisper Systems, “Privacy Policy” (2016) <https://whispersystems.org/signal/privacy/> and Open Whisper Systems, “The Difficulty of Private Contact
Discovery” (2014) <https://whispersystems.org/blog/contact-discovery/>.

19 1f the user has an Android device, their Signal application may also have a separate password.

See: Justin Meyers (2017), “How to Password-Protect Your Calls, Texts & Notification Previews”, Gadget Hacks, (9 August 2017) <https://android.gadgethacks.com/how-
to/signal-101-password-protect-your-calls-texts-notification-previews-0179365/>.

20 Gnu Privacy Guard (1999), “The GNU Privacy Handbook”, GNU General Public License, Free Software Foundation <https://www.gnupg.org/gph/en/manual/
x110.html>.

21 Dropbox, “Security” (accessed 5 February 2018) <https://www.dropbox.com/security>; Google, “Google Cloud Help - Security" (accessed 5 November 2017) <https://
support.google.com/googlecloud/answer/6056693>.

22 Electronic Frontier Foundation, “How HTTPS and Tor Work Together to Protect Your Anonymity and Privacy,” (accessed 5 February 2018) <https://www.eff.org/pages/
tor-and-https>; Electronic Frontier Foundation, “HTTPS Everywhere,” (accessed 5 February 2018) <https://www.eff.org/https-everywhere>.

23 |bid. Note that in order to obfuscate the identity of the user, their location, and other kinds of metadata, an anonymity tool such as Tor must be used in addition to
encrypting the traffic in transit.


https://www.dropbox.com/security
https://support.google.com/googlecloud/answer/6056693
https://support.google.com/googlecloud/answer/6056693
https://www.eff.org/pages/tor-and-https
https://www.eff.org/pages/tor-and-https
https://www.eff.org/https-everywhere
https://whispersystems.org/signal/privacy/
https://www.gnupg.org/gph/en/manual/x110.html
https://www.gnupg.org/gph/en/manual/x110.html

does not have the ability to decrypt it, and cannot access the data as it travels from one user to another except in its encrypted
form. This is the case for applications like Wire, WhatsApp, and Signal (which provide end-to-end encryption between the senders
and recipients of voice calls and text messages). By contrast, some service providers will encrypt data in transmission but retain
the decryption keys. For example, the default mode for Telegram uses client-server/server-client encryption while storing chats in
an encrypted format on its own servers. In other words, Telegram by default has access to all the encryption keys, including the
keys used to encrypt messages in transit between the message sender and its servers, the keys used to encrypt chats at rest for
long term storage, and the keys used to encrypt the message between its servers and the message recipient.2*

The ability of a service provider to access the unencrypted form of encrypted data, whether in transit or at rest, is a key
determinant of an encryption system’s overall security, and often has significant legal implications. For example, if Angelica wants
to phone Benjamin, she can call him using the default voice application on her mobile device. The connection between her
phone and the cell phone tower will be encrypted, and an unauthorized third party attempting to eavesdrop on that phone call
will not be able to “listen in” to their conversation without taking more intrusive measures. Nevertheless, that conversation can
still be intercepted, overheard, and recorded with the assistance of a telecommunications service provider—for example by a law
enforcement officer who has sought prior judicial authorization for a wiretap under the Criminal Code or by a malicious adversary
who has compromised the service provider’s network. By contrast, if Angelica initiates her voice call with Benjamin using a mobile
application that uses end-to-end encryption (e.g. Signal), third parties will not be able to listen in to the call regardless of whether
they are a service provider, law enforcement officer, signals intelligence agency, or criminal eavesdropper. To Angelica and
Benjamin, the process of making the phone call will feel more or less identical but, to a third party, their conversation becomes
unintelligible. The relative privacy and security of their call is therefore fundamentally different depending on the technology they
use and whether or not their conversation is encrypted end-to-end.

Absent end-to-end encryption, messages sent online are exposed to various service providers that might be able to
decrypt the message between a sender and intended recipient. Each of these service providers constitutes an additional
potential point of compromise. For example, imagine that Asma wants to e-mail her friend Behzad using their Gmail accounts.
The connection between Asma’s computer and Google’s servers (and between Behzad’s computer and Google’s servers) can be
encrypted so that a third party eavesdropper cannot read the message. However, Gmail will still be able to read the plaintext
version of her e-mail on its own servers. This is the case for a large number of communication service providers, from Skype to
Facebook Messenger, which either do not apply encryption, or retain encryption keys in applying it.2> The security of these
messages is predicated on the assumption that the service provider is not compromised by a malicious actor, not voluntarily
disclosing user data to third parties (such as advertisers), and not being compelled to disclose information to law enforcement or
intelligence agencies. By contrast, end-to-end encryption tools such as the OTR plugin—which lets users encrypt instant
messages over services such as Google's chat application—generate secret keys only on end-user devices, leaving Google (or any
other service provider involved in the transmission of the messages) unable to decrypt the contents of the communication.26

Symmetric encryption is the term used when the same key is used to both encrypt and decrypt data. This kind of system
works well for encryption of data at rest. However, unless two parties have a way to agree on a shared secret in advance—for
example, if Ariel and Biella meet in a park and agree on a shared passphrase together, or swap a copy of a private key file on a USB
drive—they will be unable to communicate privately over a public network. This is because distributing a secret key over a public
network would compromise its secrecy.

24 Telegram, “Privacy Policy—Storing Data” (accessed 5 February 2018) <https://telegram.org/privacy#2-storing-data>.

Telegram notes explicitly that it has never disclosed a single byte of data to a third party, inclusive of governments, as of February 2018. However, the messaging
service faces growing pressure from some governments to provide access to its encryption keys.

See Leonid Bershidsky (2017), “Russia Wants to Make an Example of Telegram”, Bloomberg (28 September 2017) <https://www.bloomberg.com/view/articles/
2017-09-28/russia-wants-to-make-an-example-of-telegram>.

25 Note that Facebook allows users to choose, on a chat-by-chat basis, to enable end-to-end encryption: see “Secret Conversations” (accessed 5 February 2018)
<https://www.facebook.com/help/messenger-app/1084673321594605/?helpref=hc_fnav>.

26 Note that in this example, Google can still access the metadata related to the conversation. See Off-the-Record Messaging, "Frequently Asked Questions” <https://
otr.cypherpunks.ca/index.php#fags>.
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Asymmetric encryption, often referred to as public key encryption, addresses this problem by using a cryptographically
generated pair of keys which have a special mathematical relationship to each other. In such systems, one of the keys is kept
secret (the private key) and the other (the public key) is made freely available: it can be shared openly over an unsecured network.
In this model, even if Ariel and Biella have never met, Ariel can post her public key online (e.g., on her website, to her Twitter
account, or to servers dedicated to facilitating public key exchanges??). Biella can then use Ariel's public key to encrypt messages
that only Ariel can decrypt using the unique, secret private key associated with the public one she shared. Public key
cryptography is essential to securing web traffic and communications online, and is the foundation of encryption technologies
like TLS/SSL and PGP.

INFORMATION BOX 2: WEB BROWSING WITHOUT ENCRYPTION

Encryption not only protects the confidentiality of transmitted data, but also the transmission of important online identifiers
which govern access and control of online accounts.

Many online services use SSL/TLS encryption to secure the transmission of login credentials, but have historically failed to
secure other user interactions with the website. When a user logs into a service such as Facebook, Google, Amazon or Twitter, a
temporary unique identifier is set on that user’s computer or mobile device. This temporary identifier is then used by the web
service to recognize the user until she logs out of the service. Historically, transmission of these temporary identifiers was not
encrypted. This left many transactions exposed to third party listeners.

As a now-defunct plugin for the Firefox browser called Firesheepi demonstrated, this weakness also let third parties take control
of an account without intercepting the login and user password associated with it. Firesheep lets anyone “sidejack” other
people’s accounts at the click of a button by capturing temporary identifiers transmitted without encryption over unsecured
WiFi networks such as those used at coffee shops and airports. Most services are no longer vulnerable to Firesheep because,
following its release, major service providers transitioned to using SSL/TLS in all their user-server interactions.

i Eric Butler, “Firesheep”, {codebutler} (24 October 2010) <http://codebutler.com/firesheep>.

Another important security property is whether a given asymmetrical system offers forward secrecy. In order to understand
forward secrecy, it is important to understand the concept of session keys. Asymmetric encryption algorithms are generally
computationally expensive compared to symmetric algorithms. Rather than encrypting and decrypting each entire message with
an asymmetric key pair, these systems use the asymmetric key pair to agree upon a new symmetric session key instead. That new
session key is then used to encrypt and decrypt each message between the parties. Session keys are ephemeral, and discarded
after the session is over.

When not using forward secrecy, a session key is locally generated, then sent and encrypted with the public key. If a third
party recorded this exchange and then later obtained the private key, they would be able to decrypt both the session key and the
content that it had been used to encrypt. By contrast, when using forward secrecy, the session key is agreed upon using an
algorithm in @ manner that ensures neither the session key nor enough information for a passive eavesdropper to reconstruct it is

27 See e.g.: MIT PGP Public Key Server <https://pgp.mit.edu/>.



ever transmitted.28 In this model, even if a private key is compromised, without the old session keys, historical messages remain
secure and cannot be decrypted. An adversary, even with the private key, also could not passively decrypt future captured
messages. Instead, they would need to actively attack the network between the parties during the time of their communication in
order to obtain the data on a going-forward basis.

Without forward secrecy, historical messages are susceptible to decryption once the adversary obtains the private key.
This means that if an adversary with network monitoring capabilities has been collecting copies of encrypted data over a long
period of time, and then later acquires the private key, they could retroactively decrypt all of the encrypted data they possess.
State actors can (and do) amass large volumes of encrypted network traffic in anticipation that the encryption used to secure
those messages might one day be broken.2?

A final factor impacting the overall scope of protection offered by encryption relates to the question of what data is
actually encrypted. Depending on operational necessity, business model, and evolving technical best practices, not all types of
data will be encrypted. Specifically, while many service providers render the content of a message incomprehensible, the
metadata (typically defined as “information about information") with which that content is associated often remains legible to
third parties. Metadata frequently remains exposed for reasons of operational necessity—for example, network equipment must
be able to read the source and destination IP address associated with a IP transmission in order to route it to its destination.3°
While this information is potentially revealing, it cannot be readily encrypted because no encryption standard has been adopted
for the routing equipment deployed by different networks, and purchased from different manufacturers, used to copy the packet
across its path. In other contexts, service providers with access to a multi-provider encryption standard, or which do not require
inter-provider interoperability, will nonetheless make a business decision to leave metadata exposed—often because they wish to
save processing power to enhance speed and capacity, but sometimes also based on the historical misconception that metadata
is intrinsically less sensitive than the content of a communication or file. In reality, metadata can be as revealing as digital
“content” (if not more) and deserves at least the same level of protection3! Some examples where encryption may apply to
content but leave metadata exposed include:

28 See generally: Whitfield Diffie, Paul C. Van Oorschot & Michael J Wiener (1992), “Authentication and Authenticated Key Exchanges” (March 1992) <http://
people.scs.carleton.ca/~paulv/papers/sts-final.pdf>; R. Shirey (2007), “Internet Security Glossary, Version 2”, FYI 36, RFC 4949 (August 2007) <https://tools.ietf.org/html/
rfc4949>; Y. Sheffer, R. Holz & P. Saint-Andre (2015), “Recommendations for Secure Use of Transport Layer Security (TLS) and Datagram Transport Layer Security
(DTLS)”, BCP 195, RFC 7525 (May 2015) <https://tools.ietf.org/html/rfc7525>.

Note that both ends of the exchange first establish one shared number, and then each end generates secret numbers which they never exchange. They use a special
mathematical operation to modify the shared number using both secrets with two important properties, (1) that it does not matter in which order the shared number is
modified by each secret number, and (2) that a secret number cannot be efficiently derived from knowing both the shared number and a shared number modified with
one of the secrets. To agree upon a session key, each end first modifies the shared number with their secret, and then sends the modified version to the other end,
which modifies it with that end’s secret. By property (1), both ends have agreed upon the same session key, despite modifying the shared number in the opposite
order, and by property (2), a passive eavesdropper, who can observe both the shared number and its modification with each secret, cannot derive the session key
because the eavesdropper cannot efficiently derive either secret and the session key itself is never transmitted.

29 For example, the U.S. National Security Agency records all encrypted (and other) communications and keeps them for about three to five days, with encrypted data
streams deemed potentially useful retained for longer periods of time.

See Glenn Greenwald (2013), “XKeyscore: NSA tool collects 'nearly everything a user does on the internet”, The Guardian (31 July 2013) <https://
www.theguardian.com/world/2013/jul/31/nsa-top-secret-program-online-data>; Glenn Greenwald (2013), “Revealed: how US and UK spy agencies defeat internet
privacy and security”, The Guardian (6 September 2013) < https://www.theguardian.com/world/2013/sep/05/nsa-gchg-encryption-codes-security>; National Security
Agency (2009), “TURBULENCE: APEX Active/Passive Exfiltration, STDP: S32354 & T112, NCSC/C91 (August 2009) available at Electronic Frontier Foundation:<https://
www.eff.org/files/2015/02/03/20150117-spiegel-apex_method_of_combining_passive_with_active_methods_to_exfiltrate_data_from_networks_attacked.pdf>.

30 See Canadian Internet Policy and Public Interest Clinic (2009), Submission to the Office of the Privacy Commissioner of Canada: Rogers’ Use of Deep Packet
Inspection Equipment (2 December 2009) <https://cippic.ca/sites/default/files/OPC-Submission-Rogers_and_DPI-FINAL.pdf> at 10.

31 United Nations (2014), Office of the United Nations High Commissioner for Human Rights, “The right to privacy in the digital age” A/HRC/27/37, at para 19.

“In a similar vein, it has been suggested that the interception or collection of data about a communication, as opposed to the
content of the communication, does not on its own constitute an interference with privacy. From the perspective of the right to
privacy, this distinction is not persuasive. The aggregation of information commonly referred to as ‘metadata’ may give an
insight into an individual’s behaviour, social relationships, private preferences and identity that go beyond even that conveyed
by accessing the content of a private communication. As the European Union Court of Justice recently observed,
communications metadata ‘taken as a whole may allow very precise conclusions to be drawn concerning the private lives of the
persons whose data has been retained.”
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. If Angelisa sends an encrypted e-mail to Bilal using software like PGP, the message (“Dear Bilal...”) she sends him will
appear as a meaningless string of characters to an eavesdropping third party. However, the information contained in the
e-mail header will not be encrypted. Metadata, including information such as the e-mail “Subject” line, the time and
date it was sent, the service provider used, and the e-mail addresses of both sender and recipient will remain visible to
third parties. These fields are necessary for the message delivery process and therefore cannot be encrypted by the
sender using PGP.

. If Etienne encrypts a report on his computer using Microsoft Word, a third party will not be able to read the document
itself. However, information such as when that file was created, when it was last modified, its approximate size, and the
file name will remain visible. Tools such as VeraCrypt or the backup service SpiderOak One reduce this visibility by
placing the files in encrypted “containers" or by assigning files random sequential numbers as file names when stored
remotely.3?

. If Imani wants to make a mobile phone call, the content of that call will be encrypted by the service provider in
transmission between her phone and the nearest network cell phone tower. However, a digital identifier associated
uniquely with her SIM card (an IMSI number) may be transmitted in plaintext or using weak encryption, allowing third
parties to identify otherwise anonymous individuals and track them pervasively with the proper tools.®3

. If Alejandro visits a company’s website—like a social media service or his financial institution—using an encrypted
connection secured with HTTPS, he can protect information (such as the personal data he enters into a webform, his
login credentials, and the specific site URLs that he visits) from third parties. However, metadata (including the IP
address of the computer or mobile device he used to access the site and of the website itself, as well as the website’s
domain name) will remain visible to hackers, Internet service providers, and government agencies alike.3* Anonymity
tools such as Tor can be used to hide these types of identifiers, including a user’s identity and location online.?

Despite historic misconceptions to the contrary, metadata can be highly revealing. One study of phone call metadata logs on
mobile devices found that a high volume of caller profiles allowed for sensitive inferences regarding the political views, religious
beliefs, health conditions and intimate partners of individual callers.36 The invasive potential of metadata can also be
substantially magnified when collected and analyzed en masse. This is due to its semi-structured and machine-readable nature,
which makes it highly susceptible to nuanced analysis at large scale. This, in turn, allows for deep inferences to be drawn in an
automated and systematic manner, which is more challenging to do when analyzing the “content” of data. On this basis, the
sensitivity and privacy interest in metadata is increasingly recognized by courts, academics, and legal experts, as is the need to
secure such data against unauthorized access.3’

32 SpiderOak (2017), “Encryption White Paper” <https://spideroak.com/resources/encryption-white-paper>.

33 While the IMSI must be exposed to the network service provider in order to process mobile calls, it need not be transmitted unencrypted over the radio network,
where it is highly vulnerable to interception by a large number of entities.

See Tamir Israel and Christopher Parsons (2016), "Gone Opaque? An Analysis of Hypothetical IMSI Catcher Overuse in Canada,” v 2.0, Telecom Transparency Project and
Samuelson-Glushko Canadian Internet Policy & Public Interest Clinic (August 2016) <https://citizenlab.ca/wp-content/uploads/2016/09/20160818-Report-
Gone_Opaque.pdf>.

34 Compare unencrypted internet use to use with HTTPS to use with Tor. See: Electronic Frontier Foundation, “How HTTPS and Tor Work Together to Protect Your Anonymity
and Privacy,” <https://www.eff.org/pages/tor-and-https>.

35 Ibid.

36 Jonathan Mayer, Patrick Mutchler & John C. Mitchell (2015), “Evaluating the Privacy Properties of Telephone Metadata,” 113(20) Proceedings of the National Academy
of Sciences (PNAS) 5536, <http://www.pnas.org/content/113/20/5536.full>.

37 Necessary & Proportionate Coalition (2014), ”International Principles on the Application of Human Rights Law to Communications Surveillance,” (May 2014) <https://
necessaryandproportionate.org/principles>.

“Traditionally, the invasiveness of Communications Surveillance has been evaluated on the basis of artificial and formalistic
categories. .... While it has long been agreed that communications content deserves significant protection in law because of its
capability to reveal sensitive information, it is now clear that other information arising from communications - metadata and
other forms of non-content data - may reveal even more about an individual than the content itself, and thus deserves
equivalent protection. Today, each of these types of information might, taken alone or analysed collectively, reveal a person’s
identity, behaviour, associations, physical or medical conditions, race, color, sexual orientation, national origins, or viewpoints;
or enable the mapping of the person’s location, movements or interactions over time, or of all people in a given location,
including around a public demonstration or other political event. As a result, all Protected Information should be given the
highest protection in law.”
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Investigative agencies also recognize the value and importance of metadata. For example, an communications data
analyst for the Royal Canadian Mounted Police (RCMP) explained:

“So when it comes to communications metadata, it's information about the phone calls
themselves. ... We normalize it and organize it in a way to turn it from data to information. A date on
its own means nothing. When | turn a date into the day of the week, | can find patterns of usage that
repeat themselves, say on Sunday. When | turn a date into a month, | can see which month a
suspect's visited a general area the most. Now I've turned data into information.

In this digital age, we're leaving crumbs of digital data behind everywhere we go and in everything
that we do. Modern mobile devices are ubiquitous. They go to sleep with us, speak to our friends,
and access the websites we're interested in. They do everything that we like to do and go with us
everywhere we go. And they're our camera, our alarm clock, our calendar, our web-browsing device
— cellphones are the Swiss Army knife of technology. ... The frequent usage of these devices really
turns them into a tracker in the hand of the user. And if you know how to leverage that information
and make sense of it, there's so much you can do with it.”38

Understanding the nature of metadata is important to understanding the importance of encryption for user security, as well as the
technology’s limits. Even the most comprehensive encryption will continue to leave some metadata exposed which, in turn,

minimizes the degree to which encryption can impede legitimate investigations.

38 Royal Canadian Mounted Police (2017), “Crumbs of digital data: Data analyst makes sense of phone calls”, Gazette Magazine 79:3 (4 July 2017) <http://www.rcmp-
grc.gc.ca/en/gazette/crumbs-digital-data?re>.



“It is neither fanciful nor an exaggeration to say that,
without encryption tools, lives may be endangered. In the
worst cases, a Government’s ability to break into its
citizens’ phones may lead to the persecution of individuals
who are simply exercising their fundamental human
rights.”

— United Nations High Commissioner for Human Rights
Zeid Ra’ad Al Hussein

Encryption enables the exercise of fundamental rights and freedoms, including freedom of thought, belief, opinion,
expression, and association. It allows for greater democratic participation in the digital sphere and it is integral to protecting and
affirming the privacy rights, dignity, and the security of persons, in particular those persons most marginalized or otherwise
vulnerable. Encryption technology also has countless commercial, scientific, and defensive applications, underpinning everything
from modern banking and the secure storage of medical records to the operation of critical infrastructure. Finally, it has critical
benefits for public safety, national defence, and global security. In this section, we outline the social, political, and economic
significance of access to encryption technology.

There is a strong basis for the protection and development of secure communications tools under both international and
domestic human rights law and norms. The right to privacy, protected by Article 12 of the Universal Declaration of Human Rights
(UDHR)=? and Article 17 of the International Covenant on Civil and Political Rights (ICCPR),%% is the right most directly supported by the
availability and use of robust encryption. But encryption is also closely linked to freedom of expression, protected by Articles 19 of the
UDHR and the ICCPR, for at least two reasons. First, encryption code is itself a form of expression that is protected as speech by some
constitutional frameworks, including in the United States.41 Second, robust encryption is critical in realizing free expression in digital
networks. Encryption is also critical to a range of other human rights, including freedom of association, and is an increasingly

39 United Nations General Assembly (1948), “Universal Declaration of Human Rights”, United Nations (10 December 1948) <http://www.un.org/en/universal-declaration-
human-rights/>:

“No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his
honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.”

40 United Nations General Assembly (1976), “International Covenant on Civil and Political Rights”, United Nations (16 December 1966) < http://www.ohchr.org/en/
professionalinterest/pages/ccpr.aspx>:

1. No one shall be subjected to arbitrary or unlawful interference with his privacy, family, home or correspondence, nor to
unlawful attacks on his honour and reputation.

2. Everyone has the right to the protection of the law against such interference or attacks.

41 Electronic Frontier Foundation (2015), “Anonymity and Encryption”, Comments submitted to the United Nations Special Rapporteur on the Promotion and Protection
of the Right to Freedom of Opinion and Expression (10 February 2015) <https://www.eff.org/files/2015/02/10/unanonymity-encryption-eff.pdf> at 36:

“Developers of encryption software are engaged in their own expressive activity when they publish code. Any attempt to prohibit
encryption would also run up against the freedom of expression. Many strong end-to-end encryption programs are open source
code, publicly posted and available to anyone to download from a wide variety of sources. If a state were to attempt to prohibit
these programs, it would need to control access to this information, prohibit publication, or institute the infrastructure
necessary to detect and penalize use. All of these methods would have severe and negative consequences for freedom of
expression.”

See also, Amul Kalia (2016), “Encryption is a Human Rights Issue: Your Privacy and Free Speech Depend on it”, Learn Liberty (21 December 2016) <http://
www.learnliberty.org/blog/encryption-is-a-human-rights-issue-your-privacy-and-free-speech-depend-on-it/>; Andrew Crocker and Nate Cardozo (2015), “Deep Dive
into Crypto “Exceptional Access” Mandates: Effective or Constitutional—Pick One”, Electronic Frontier Foundation (13 August 2015) <https://www.eff.org/deeplinks/
2015/08/deep-dive-crypto-exceptional-access-mandates-effective-or-constitutional-pick-one>; D. Victoria Baranetsky (2017), "Encryption and the Press Clause,”
Journal of Intellectual Property and Entertainment Law (2017) 6:2 <jipel.law.nyu.edu/wp-content/uploads/2017/04/NYU_JIPEL_Vol-6-
No_2_1_Baranetsky_PressClause.pdf>.
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important precondition for many core democratic functions, from protecting the integrity of democratic elections and judicial
proceedings to effective political advocacy.

These rights are also guaranteed and protected by the Canadian Charter of Rights and Freedoms. Attempts to interfere with
the use or development of encryption technology therefore often invite Charter scrutiny as a result of the potential impact on the
fundamental freedoms guaranteed in section 2 of the Charter and the right to be secure against unreasonable search and seizure
in section 8. In some circumstances, attempts by state actors to limit, undermine, or circumvent the use of encryption tools may
also have important implications for other rights, such as the right to security of the person (section 7); the right to silence, the
protection against self-incrimination, and the right not to be compelled as a witness against oneself (sections 7, 11, and 13); or
even equality rights (section 15). In the final sections of this report, we will explore specific impacts on these Charter-protected
rights that can arise when efforts are made to undermine or bypass encryption.

Encryption is essential to preserving the privacy and integrity of countless digital interactions in an era where
communication occurs on globalized traffic flows that are routinely subjected to mass and untargeted surveillance42 by a range of
government agencies worldwide. Increasingly, encryption provides one of the only reliable, pragmatic safeguards against such
untargeted state surveillance, carving out private spaces that would otherwise be impossible online. Encryption is also critical to
the work of certain kinds of professionals (e.g., lawyers, doctors, researchers, journalists, and therapists) who are routinely
entrusted with sensitive and privileged information by and about others. In some cases, this special role makes them targets for
heightened scrutiny (or even abuses of power) by state actors at home or abroad, and by those seeking access to information
about those they protect. Access to encryption allows such professionals to better meet their legal and ethical obligations to
clients, patients, and sources—and to otherwise protect the individuals they serve from harm.

Encryption not only secures the confidentiality of data against unauthorized access, but also the underlying integrity of
information. For example, encryption secures transmission of passwords and verification codes, which in turn protects the
content in those accounts from being obtained by a third party. But it also prevents that content from being altered, destroyed,3
or otherwise hijacked to publish false, misleading, or wrongfully attributed information.** Encryption can also inhibit certain kinds

42 While inconsistent with international human rights law, many states disregard the privacy of foreigners under the mistaken presumption that a state’s obligation to
protect privacy stops at its borders. This mistaken presumption leads to a “capture any foreign interaction” attitude (with notable collateral impacts on domestic
privacy rights) that is become increasingly feasible at the technical level.

See e.g.: United Nations (2014), Office of the United Nations High Commissioner for Human Rights, “The right to privacy in the digital age” (2014) A/HRC/27/37 at para
35; United Nations (2014), "Concluding observations on the fourth periodic report of the United States of America,” International Covenant on Civil and Political Rights
Human Rights Committee (2014) CCPR/C/USA/CO/4 at para 22.

43 For example, by encrypting the information as part of a ransomware attack.

44 Amar Toor & Russell Brandom (2015), “A Spy in the Machine,” The Verge (21 January 2015) <https://www.theverge.com/2015/1/21/7861645/finfisher-spyware-let-
bahrain-government-hack-political-activist>:

“Now 33, Moosa [Abd-Ali Alilmhas spent most of his life campaigning for democracy and equal rights in Bahrain ... One day in
2011, Moosa opened the Facebook Messenger app on his iPhone. What he saw was chilling: someone else typing under his name
to an activist friend of his in Bahrain. Whoever it was kept posing personal questions prodding for information, and Moosa
watched unfold right before eyes. He panicked. ... In another instance, Moosa noticed that someone posing as him solicited his
female Facebook friends for sex — part of an effort, it seemed, to blackmail or perhaps defame him in Bahrain’s conservative
media.”

See also: Heidi Moore and Dan Roberts, “AP Twitter Hack Causes Panic on Wall Street and Sends Dow Plunging”, The Guardian (23 April 2013) <https://
www.theguardian.com/business/2013/apr/23/ap-tweet-hack-wall-street-freefall>:

“The 143-point fall in the Dow Jones industrial average came after hackers sent a message from the Twitter feed of the
Associated Press, saying the White House had been hit by two explosions and that Barack Obama was injured. ... News
organizations set their own passwords for their Twitter accounts, which makes hacking a risk.”
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of censorship—network or device filters cannot censor content or prohibited websites when they cannot distinguish one word,
destination website, or hyperlink from another.45

Encryption is also a particularly critical technology in maintaining anonymity online. In digital contexts, “[a]Jnonymity in
communications is one of the most important advances enabled by the Internet, and allows individuals to express themselves
freely without fear of retribution or condemnation.”® However, the fact that digital identifiers accompany much of our online
activities can threaten the effective exercise of that right.47 As the United Nations (UN) Special Rapporteur on freedom of
expression noted in his seminal report on digital security tools, encryption can:

“...provide the privacy and security necessary for the exercise of the right to freedom of opinion and
expression in the digital age. Such security may be essential for the exercise of other rights,
including economic rights, privacy, due process, freedom of peaceful assembly and association,
and the right to life and bodily integrity.”#8

The report also highlights the fact that while freedom of opinion has historically received less attention from
commentators, “the mechanics of holding opinions have evolved in the digital age and exposed individuals to significant
vulnerabilities ... [as] holding opinions in the digital age is not an abstract concept limited to what may be in one’s mind.”4° Today,
a complex record of an individual’s beliefs, thoughts, reflections, and questions can be revealed as part of their digital footprint
(e.g., through their personal search and browsing history or through review of archived text messages). Access to encryption

technology (in concert with other security and anonymity tools) mitigates the potential for these newly recorded manifestations
of ourinnermost thoughts to become the inappropriate subject of state scrutiny.

Scholars and courts have consistently recognized that even just the belief that one is under surveillance or that one’s
communications are insecure is enough to have a chilling effect, causing individuals to change their speech, behavioural patterns,

45 Jonathan Zittrain, Robert Faris, Helmi Noman, Justin Clark, Casey Tilton, and Ryan Morrison-Westphal (2017), “The Shifting Landscape of Global Internet
Censorship”, Berkman Klein Center for Internet & Society Research Publication <http://nrs.harvard.edu/urn-3:HUL.InstRepos:33084425> at 1.

“The default implementation of encrypted connections by major social media and content hosting platforms along with
messaging applications has effectively downgraded the filtering apparatuses used by states that filter the Internet by counting
on "deep packet inspection" or URL analysis to intercept unwanted connections as users attempt to forge them. In those cases,
state authorities can no longer selectively block individual accounts, web pages, and stories. For example, governments can
generally no longer selectively block a specific article on the New York Times or Wikipedia, or a particular account on Twitter or
Facebook, without blocking those sites and services in their entirety.”

See also Citizen Lab (Munk School of Global Affairs, University of Toronto) and Collin Anderson (2015), Joint Submission to the United Nations Special Rapporteur on
the promotion and protection of the right to freedom of opinion and expression, Mr. David Kaye (10 February 2015) <https://citizenlab.ca/wp-content/uploads/
2015/02/SR-FOE-submission.pdf>; David Kaye (2015), Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and
expression, A/HRC/29/32, 29th session of the Human Rights Council <http://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session29/Pages/ListReports.aspx> at
para 25.

46 Frank La Rue (2013), “Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression,” A/HRC/23/40 (17 April
2013) <http://www.ohchr.org/Documents/HRBodies/HRCouncil/RegularSession/Session23/A.HRC.23.40_EN.pdf> at para 23; R v Spencer, 2014 SCC 43 at para 43.

47 R v Spencer, 2014 SCC 43 at para 43.

48 David Kaye (2015), Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, A/HRC/29/32, 29th session of
the Human Rights Council <http://www.ohchr.org/EN/HRBodies/HRC/RegularSessions/Session29/Pages/ListReports.aspx> at paras 20-21.

49 |pid at para 20.
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and habits online.*® A 2016 study demonstrated a link between the 2013 National Security Agency (NSA) surveillance revelations
and reduced web traffic to Wikipedia articles that are (or that are perceived to be) likely to be monitored by the state.51 Another
recent study found that participants exhibited a reluctance to speak out in hostile opinion climates after being made aware of the
possibility of state surveillance.52 All individuals are affected by these chilling effects, especially when expressing dissenting views
or seeking information that is less aligned with accepted majority discourses.> However, the chill of unmitigated surveillance can
have particular repercussions for journalists, vulnerable communities and human rights advocates, and those in the medical and
legal professions. Robust encryption and effective anonymity tools, by extension, have specific and noteworthy implications for
each of these segments of society.

Encryption technology is critical to ensuring freedom of the press, and to protecting journalists, researchers, sources, and
whistleblowers alike. It facilitates journalism by providing the press with the confidence necessary to explore stories that are
controversial or that may threaten those who wield the very surveillance powers in question. For example, a PEN America survey
of journalists found that almost a quarter of respondents had “deliberately avoided certain topics in phone or email
conversations” and 28% “curtailed or avoided social media activities” due to surveillance concerns following the Snowden
disclosures.5* These fears have also been mirrored in research on attitudes held by the Canadian press, notably in a study
conducted by the Centre for Free Expression at Ryerson University in collaboration with PEN Canada and the Canadian
Association of Journalists.5> Sources—particularly government sources-have also become less willing to interact with reporters in
light of ubiquitous surveillance capabilities. A study conducted by Human Rights Watch and the American Civil Liberties Union
(ACLU) in the wake of the Snowden revelations found that public officials were “substantially less willing to be in contact with the
press, even with regard to unclassified matters or personal opinions.”¢ This chilling trend, which undermines the ability of a free
press to obtain the information that it requires to continue to serve its fundamental democratic function, can only be expected to
grow as surveillance techniques are increasingly levelled directly at uncovering reporters' sources or records.>” For example, a
recent Commission of Inquiry in Quebec documented a number of instances where law enforcement agencies directed
surveillance powers at suspected sources in journalistic reporting on police-related matters.5® As a byproduct of these inquiries

50 See United Nations (2013), Office of the United Nations High Commissioner for Human Rights, “The right to privacy in the digital age” (2014) A/HRC/27/37 at para 20:

“Even the mere possibility of communications information being captured creates an interference with privacy, with a potential
chilling effect on rights, including those to free expression and association.”

See also Rv Taylor, [1990] 3 SCR 892, at paras 76-77:

“...s. 13(1) works to suppress private communications, demonstrating an extensive and serious intrusion upon the privacy of the
individual. ... | do not disagree with the view that telephone conversations are usually intended to be private; it is surely
reasonable for people to expect that these communications will not be intercepted by third persons. ... The connection between
s. 2(b) and privacy is thus not to be rashly dismissed, and | am open to the view that justifications for abrogating the freedom of
expression are less easily envisioned where expressive activity is not intended to be public, in large part because the harms
which might arise from the dissemination of meaning are usually minimized when communication takes place in private, but
perhaps also because the freedoms of conscience, thought and belief are particularly engaged in a private setting.”

See also Bennett v Lenovo, 2017 ONSC 1082 at para 27:

“The risk of unauthorized access to private information is itself a concern even without any actual removal or actual theft. For
example, if a landlord installs a peephole allowing him to look into a tenant’s bathroom, the tenant would undoubtedly feel that
her privacy had been invaded even if the peephole was not being used at any particular time”.

See also Cindy Cohn (2016), “Protecting the Fourth Amendment in the Information Age: A Response to Robert Litt,” (2016) 126 Yale LJ 107 <https://
www.yalelawjournal.org/pdf/11.CohnFinalPDF_d5acfu8u.pdf>.
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Chilling%20Effects_PEN%20American.pdf>.
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Writers' and Journalists' Views on Mass Surveillance” (November 2016) <https://cfe.ryerson.ca/sites/default/files/Chilling_Free_Expression_in_Canada_FINAL_NOV_9_2016.pdf>.

56 Human Rights Watch and the American Civil Liberties Union (2014), “With Liberty to Monitor All: How Large-ScaleU.S.Surveillance is Harming Journalism, Law, and
American Democracy” (July 2014) <https://www.hrw.org/report/2014/07/28/liberty-monitor-all/how-large-scale-us-surveillance-harming-journalism-law-and>.

57 See e.g., R. v. Vice Media Canada Inc., 2017 ONCA 231 [leave to appeal to the Supreme Court of Canada granted, SCC File No. 37574].

58 Québec (2017), Commission d’enquéte sur la protection de la confidentialité des sources journalistiques, “Report Overview”, (Québec: Gouvernement du Québec,
2017) <https://www.cepcsj.gouv.qc.ca/fileadmin/documents_client/documents/CEPCSJ_Synthese-ANG_Accessible_2017-12-14.pdf >.


https://www.hrw.org/report/2014/07/28/liberty-monitor-all/how-large-scale-us-surveillance-harming-journalism-law-and
http://journals.sagepub.com/doi/pdf/10.1177/1077699016630255
https://www.yalelawjournal.org/pdf/11.CohnFinalPDF_d5acfu8u.pdf
https://www.yalelawjournal.org/pdf/11.CohnFinalPDF_d5acfu8u.pdf

into police “leaks,” journalists were systematically tracked through access to cell tower location data and call logs in a manner
that exhibited a “lack of sensitivity [that] is especially relevant to journalists” work in collecting information and protecting their
sources.”® The use of encrypted communication tools allow journalists to interact with their sources in ways that are less likely to
expose the content of their communications, and the use of anonymity tools can help to protect source identities.

Encryption is also integral to the work of human rights activists and other individuals working to hold governments
accountable, who frequently face heightened surveillance risks. The targeting of encryption and anonymity tools by authoritarian
governments during periods of social and political unrest has become an increasingly commonplace tactic to undermine freedom of
expression, assembly, and peaceful protest.€0 Device encryption allows human rights advocates to bring potentially sensitive data with
them as they travel, including sensitive data that is vital to their advocacy missions.6! The ability to properly secure devices and
accounts can prevent regimes with problematic human rights records from compromising the devices of human rights activists,
or from impersonating their owners in order to discredit them .52 In this manner, encryption operates as an important counterweight
to persecution in repressive regimes. As UN Human Rights Commissioner Zeid Ra’ad Al Hussein has eloguently articulated, compelling
companies to undermine encryption can threaten lives:

“In order to address a security-related issue related to encryption in one case [referring to the Apple
v FBI dispute], the authorities risk unlocking a Pandora’s Box that could have extremely damaging
implications for the human rights of many millions of people, including their physical and financial
security ... this case is not about a company - and its supporters -- seeking to protect criminals and
terrorists, it is about where a key red line necessary to safeguard all of us from criminals and
repression should be set. ...

A successful case against Apple in the US will set a precedent that may make it impossible for Apple
or any other major international IT company to safeguard their clients’ privacy anywhere in the
world. ... It is potentially a gift to authoritarian regimes, as well as to criminal hackers. There have
already been a number of concerted efforts by authorities in other States to force IT and
communications companies such as Google and Blackberry to expose their customers to mass
surveillance. ...

Encryption tools are widely used around the world, including by human rights defenders, civil
society, journalists, whistle-blowers and political dissidents facing persecution and harassment... It
is neither fanciful nor an exaggeration to say that, without encryption tools, lives may be
endangered. In the worst cases, a Government’s ability to break into its citizens’ phones may lead to
the persecution of individuals who are simply exercising their fundamental human rights.”63

Encryption and anonymity tools also help to protect the speech and participation of vulnerable and marginalized groups
who, by virtue of their identity or social status, are more likely to be subject to certain kinds of scrutiny (whether by governments
or their more immediate communities).5* Research demonstrates that women and young people are disproportionately impacted
by the chilling effect of online surveillance, feeling greater pressure to self-censor and self-regulate online65 State-level
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adversaries are not the only threats to participation and free expression online. Online abuse of women and girls has been
consistently recognized as a growing concern by international human rights bodiesé6 and has been made only more urgent as
technology enables new forms of gender-based harassment and domestic partner violence.t” As a recent report by the UN
Educational, Scientific and Cultural Organisation (UNESCO) has noted, “much of the debate about encryption has, until now,
been gender-blind, or perhaps worse, male-dominated,” despite the fact that women and girls experience both disproportionate
and qualitatively distinct threats to their privacy, security, dignity, and ability to participate fully in the online sphere.6s Similarly,
members of sexual minorities may be reluctant to participate fully online if the security of their communications and activity
records are perceived to put them at greater risk.69 Encryption technology fosters the security necessary for meaningful inclusion,
democratic engagement, and equal access to participation in the digital sphere without fear of arbitrary and unjust surveillance.
These secure communications tools enable individuals with similar interests or experiences (such as medical conditions, religious
beliefs, or sexual orientations) to communicate while otherwise maintaining the confidentiality of information. Encryption
ensures the security of the technical infrastructure, which in turn acts as a guarantor of the social trust and/or the legal obligations
that exist within the community. This principle, that encryption acts as a technological guardian of trusted relationships, is of
paramount importance to all vulnerable populations and all those who work with them.

Encryption provides critical protection for sensitive industrial information, trade secrets, and other kinds of intellectual
property, while enabling digital commerce by facilitating secure online transactions and trust in online services. From processing
online payments to managing vast databases of sensitive and private user data, most of the activities conducted by the private
sector online require encryption to function safely. Efforts to weaken or limit the use of encryption increases the potential attack
surface in each of these cases, and could expose highly sensitive and potentially valuable information to access by unauthorized
parties.

Industry actors have been strong opponents of government attempts to limit or control the use or development of
cryptographic tools on the basis that weakening encryption also jeopardizes these companies’ abilities to maintain consumer
trust and to compete internationally.” Indeed, even the perception that communications tools are compromised by government
actors can have a significant impact on commercial interests. Following the Snowden revelations, American companies
experienced considerable economic blowback as consumers sought alternatives to what were perceived to be insecure tools.” By
weakening the security of technical systems or undermining the use of strong encryption, governments risk eroding trust in
domestic software and reducing the competitiveness of these less secure products in a globalized marketplace.

Robust encryption is not only important to the competitiveness of customer-facing technological products—it is also
critical to securing e-commerce platforms themselves. Cybersecurity breaches are increasingly frequent, with 29% of respondent
businesses reporting the loss or damage of internal records as a result of a security incident in one 2018 survey of executives from
122 countries.”™ Consumer trust is also fading: only 25% of consumer respondents to a 2017 survey indicated that they believe
most companies handle their personal data responsibly, while 85% of respondents indicated they would not do business with a

66 See Dubravka Simonovi¢ (2016), Special Rapporteur on violence against women, its causes and consequences, Report of the Special Rapporteur (A/HRC/32/42) Human Rights
Council, Thirty-second session, United Nations General Assembly (19 April 2016) <https://documents-dds-ny.un.org/doc/UNDOC/GEN/G16/080/53/PDF/G1608053.pdf?
OpenElement> at 18 et seq.
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7-10.

68 Wolfgang Schulz & Joris van Hoboken (2016), “Human Rights and Encryption,” UNESCO Series on Internet Freedom <http://unesdoc.unesco.org/images/
0024/002465/246527E.pdf> at 13.

69 For a qualitative study of this issue see Sarah Jamie Lewis, Queer Privacy: Essays from the Margins of Society (Leanpub: 2017) <https://leanpub.com/queerprivacy>.
70 Christopher Parsons (2015), “Beyond Privacy: Articulating the Broader Harms of Pervasive Mass Surveillance,” (2015) Media and Communication 3(3).
71 See Open Letter to President Obama on Encryption Policy (19 May 2015) <https://cdn.arstechnica.net/wp-content/uploads/2015/05/cryptoletter.pdf>.
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company if they have concerns over the company’s security practices.” In an era that has become characterized by high profile
data breaches, undermining the overall strength of encryption technologies will only serve to further undermine attempts to
secure e-commerce platforms.

Finally, it should be noted that private companies operate under a global responsibility “to avoid causing or contributing
to adverse human rights impacts through their own activities” per the United Nations Guiding Principles on Business and Human
Rights.7 These principles make clear that companies have a responsibility to respect human rights—one that is independent of a
given states’ willingness to fulfill its own human rights obligations.”® Private actors therefore face difficult legal and ethical
dilemmas when they are asked to jeopardize user rights in the service of government demands for greater surveillance and law
enforcement capabilities. At minimum, they must consider the domestic and international impact on human rights that might
result from a decision to forgo effective encryption techniques or to otherwise undermine the security of consumer technology.

While most policy debates related to digital surveillance have been divisive amongst stakeholders, determining the
appropriate role of encryption has led to deep internal divisions amongst law enforcement and intelligence agencies as well.
Encryption shields sensitive government data, preserves the confidentiality of law enforcement and intelligence investigations,
and is an essential technology for military intelligence and communications. It protects the integrity of critical national
infrastructure from malicious intrusion, including everything from telecommunications and transportation systems to financial
services and the energy sector. As electoral processes are increasingly digitalized, weak information security becomes an
existential threat to the democratic process. Encryption also protects confidential government information that could
detrimentally affect the Canadian government’s ability to conduct its domestic and international affairs if revealed. This includes
protected and confidential information used by members of Parliament, civil servants, and diplomats, which could be used to
weaken their ability to represent constituents, direct the functions of government, or advance Canada's interests abroad.

The importance of strong encryption to national security and public safety has been recognized by all manner of
deliberative councils, advisory agencies, and legislative bodies in several countries. In late 2013, the United States President’s
Review Group on Intelligence and Communications Technologies recommended that the U.S. Government should “(1) fully
support and not undermine efforts to create encryption standards; (2) not in any way subvert, undermine, weaken or make
vulnerable generally available commercial software; and (3) increase the use of encryption and urge US companies to do so, in
order to better protect data in transit, at rest, in the cloud, and in other storage.”’" In 2016 a Congressional Working Group on
encryption affirmed the need to protect encryption, recognizing that while there is no “‘one-size-fits-all’ answer” to the
investigative challenges it raises, the technology remains essential for national security, defence, and the protection of vital
assets.”® Leaders from the intelligence community which have opposed measures to weaken encryption have included, for
example, the former Director of the Central Intelligence Agency (CIA) and former Director of the NSA Michael Hayden, the former
United States Secretary of Homeland Security Michael Chertoff, the former Director of the Government Communications
Headquarters (GCHQ) Robert Hannigan, and the former Director-General of the British Security Service (MI5) Jonathan Evans.™
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Other states have come to similar conclusions. In 2016 the Dutch government officially endorsed the importance of strong
encryption for Internet security.80 The German government’s National Cybersecurity Strategy (2016) reaffirms the country’s
longstanding commitment to the development and protection of strong encryption tools.8! In 2016, Europol and the European
Union Agency for Network and Information Security (ENISA) issued a joint statement on encryption, which rejected any approach
that would weaken encryption standards or the integrity of communications.8? In June 2017, the European Union Parliament’s
Committee on Civil Liberties, Justice and Home Affairs made recommendations that would actively promote the use of end-to-
end encryption, and which would specifically forbid the implementation of “backdoor” systems in tools developed by electronic
communications services providers.s3

Because encryption is at the core of security for consumer electronic devices, digital storage, and communications
software, it is also a major tool for crime prevention. Weak end-point security (e.g., the lack of effective full disk encryption on
mobile devices or laptops) heightens incentives for theft of electronic devices and the data stored therein. An internal U.S.
National Intelligence Council report released as part of the Snowden documents recognizes the critical importance of encryption
in this context, noting that “[a]lmost all current and potential adversaries—nations, criminal groups, terrorists, and individual
hackers—now have the capability to exploit, and in some cases attack, unclassified access-controlled U.S. and allied information
systems.”8* The 2009 report attributed the ever-increasing cost of espionage, sabotage and crime “to the slower than expected
adoption ... of encryption and other technologies.”s

The introduction of encryption backdoors or other weaknesses into commercially available encryption technology
necessarily increases system complexity and the opportunity for exploitation by criminals, leaving the technology more
vulnerable to exploitation by malicious actors. Such vulnerabilities may in turn increase various forms of online crime, including
identity theft, ransom, and fraud. In taking over vulnerable systems, malicious actors can also potentially access sensitive
personal information, financial records, account credentials, and intimate files and photographs. It is important to recall that
encryption protects information that is entirely legal but which may be nonetheless embarrassing or damaging were it to be
made public, such as romantic liaisons, healthcare challenges, religious activities, or sexual proclivities. Not only can this data be
exploited for illicit financial gain, but also to manipulate, monitor, blackmail, harass, and humiliate vulnerable individuals—for
example, by enabling domestic partner violence through the proliferation of “stalkerware” or by facilitating financial exploitation

80 Ministry of Security and Justice (Netherlands) (2016), “Cabinet’s view on encryption”, (4 January 2016) <https://www.enisa.europa.eu/about-enisa/structure-
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Encryption”, Fortune (6 January 2016) <http://fortune.com/2016/01/05/dutch-government-encryption-no-backdoors/>, translating Government of the Netherlands,
“Kabinetsstandpunt encryptie”, Cabinet Position on Encryption (4 January 2016) <https://www.tweedekamer.nl/kamerstukken/brieven_regering/detail?
id=2016Z00009&did=2016D00015>:

“The government believes that it is not desirable at this time to take restrictive regulatory measures with respect to the
development, availability, and use of encryption within the Netherlands.”

81 Sven Herpig and Stefan Heumann (2017), “Germany’s Crypto Past and Hacking Future”, Lawfare (13 April 2017) <https://www.lawfareblog.com/germanys-crypto-
past-and-hacking-future>; Cybersecurity Strategy for Germany (CyberSicherheits strategie fiir Deutschland) (2016) <https://www.bmi.bund.de/SharedDocs/
Downloads/DE/Themen/ModerneVerwaltung-OeffentlicherDienst/Informationsgesellschaft/cybersicherheitsstrategie-2016.html>.
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Parliament and of the Council concerning the respect for private life and the protection of personal data in electronic communications and repealing Directive 2002/58/
EC (Regulation on Privacy and Electronic Communications)", <http://www.europarl.europa.eu/sides/getDoc.do?pubRef=-
%2F%2FEP%2F%2FNONSGML%2BCOMPARL%2BPE-606.011%2B01%2BD0OC%2BPDF%2BV0%2F%2FEN> at Amendment 116, Proposal for a regulation, Article 17 -
paragraph 1 a (new):

“The providers of electronic communications services shall ensure that there is sufficient protection in place against
unauthorised access or alterations to the electronic communications data, and that the confidentiality and safety of the
transmission are also guaranteed by the nature of the means of transmission used or by state-of-the-art end-to-end encryption
of the electronic communications data. Furthermore, when encryption of electronic communications data is used, decryption,
reverse engineering or monitoring of such communications shall be prohibited. Member States shall not impose any obligations
on electronic communications service providers that would result in the weakening of the security and encryption of their
networks and services.”

84 James Ball (2015), "Secret US cybersecurity report: encryption vital to protect private data”, The Guardian (16 January 2015) <https://www.theguardian.com/us-
news/2015/jan/15/-sp-secret-us-cybersecurity-report-encryption-protect- data-cameron-paris-attacks>.
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using “sextortion” techniques.f In short, calls to undermine encryption tools by law enforcement and the intelligence community
may result in an increase to online crime rather than serve to prevent it.

In addition to undermining national security and public safety, efforts to undermine encryption technology may also run
counter to Canada’s foreign policy interests—including its ability to take a leadership role in the promotion of global security and
human rights internationally. Even former FBI Director James Comey (a strong proponent of policy measures which would
undermine encryption) recognized this problem in a 2015 speech:

“It is also true that other countries—particularly those without our commitment to the rule of law—
are using this [encryption] debate as a cynical means to create trade barriers, impose undue
burdens on our companies, and undermine human rights. We should be clear that any steps that
we take here in the United States may impact the decisions that other nations take—both our
closest democratic allies and more repressive regimes.”s’

This type of concern arose in Canadasé and the United Statess? when export restrictions to Iran limited Iranian citizens’ ability to
rely on encryption and security tools while participating in democratic uprisings. The decision to adopt exceptions to sanction
regimes in order to promote the use of encryption technologies and other security tools highlights their role in Canada’s foreign
policy agenda.

Weakening encryption can also have negative implications for law enforcement and intelligence-gathering efforts. To
begin with, law enforcement agencies use encryption and anonymity tools in their investigative efforts, such as when they
attempt to access target websites or chat platforms undercover, or when hosting truly anonymous tip lines.% Restrictions on
encryption would undermine law enforcement’s ability to conduct such activities securely. Restricting encryption could also push
secure communication providers to foreign states, thus impeding the ability of domestic agencies to access unencrypted data
held by that company:

“Law enforcement stakeholders acknowledged ... that a Congressional mandate with respect to
encryption—requiring companies to maintain exceptional access to data for law enforcement
agencies, for example—would apply only to companies within the United States. ... These forces
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Toronto) (2017), Submission to the United Nations Special Rapporteur on violence against women, its causes and consequences, Ms. Dubravka Simonovi¢ (November
2017) <https://citizenlab.ca/wp-content/uploads/2017/11/Final-UNSRVAG-CitizenLab.pdf> in particular at 7-10.

87 United States Department of Justice (2015), "Deputy Attorney General Sally Quillian Yates and FBI Director James B. Comey Deliver Statement Before the Senate
Judiciary Committee”, (8 July 2015) <https://www.justice.gov/opa/ speech/deputy-attorney-general-sally-quillian-yates-and-fbi-director-james-b-comey-deliver>.

88 Government of Canada (2013), Department of Foreign Affairs and International Trade Canada, “Canada Further Tightens Sanctions on Iran—Backgrounder”, Foreign
Affairs Media Relations Office (29 May 2013), <https://www.canada.ca/en/news/archive/2013/05/canada-further-tightens-sanctions-iran.html>:

“Canada’s new sanctions include exemptions for technologies that protect Iranians online and help them break through the
regime’s curtain of propaganda.”

See also Government of Canada (2013), “Regulations Amending the Special Economic Measures (Iran) Regulations”, PC 2013-599, SOR/2013-108 (29 May 2013) <http://
gazette.gc.ca/rp-pr/p2/2013/2013-06-19/html/sor-dors108-eng.html>:

“an exemption aimed at increasing the availability of consumer communication technologies that contribute to Internet
freedom” and clause 5 amending section 8.1(a) of the Regulations, exempting: “equipment, services and software that facilitate
secure and widespread communications via information technologies, or the provision or acquisition of financial services in
relation to such equipment, services and software, provided that an export permit has been issued in respect of any goods listed
in the Guide”.

89 United States, Department of the Treasury (2013), “United States Takes Action to Facilitate Communications by the Iranian People and Targets Iranian Government
Censorship”, Press Center (30 May 2013), <https://www.treasury.gov/press-center/press-releases/Pages/jl1961.aspx>:

“As the Iranian government attempts to silence its people by cutting off their communication with each other and the rest of the
world, the United States will continue to take action to help the Iranian people exercise their universal human rights, including
the right to freedom of expression. The people of Iran should be able to communicate and access information without being
subject to reprisals by their government. To help facilitate the free flow of information in Iran and with Iranians, The U.S.
Department of the Treasury, in consultation with the U.S. Department of State, is issuing a General License today authorizing the
exportation to Iran of certain services, software, and hardware incident to personal communications.”

See also: Center for Democracy and Technology (2013), “Administration Promotes Internet Freedom in Iran with Smarter Sanctions”, cdt.org (5 June 2013) <https://
cdt.org/blog/administration-promotes-internet-freedom-in-iran-with-smarter-sanctions/>.

9 See e.g., The Tor Project (2018), “Users of Tor”, <https://www.torproject.org/about/torusers.html.en>; See also Roger Dingledine, “Anti-Censorship & Transparency,”
11S (26 October 2010) Fran Internetdagarna. Folkets Hus, Stockholm <https://youtu.be/35156KjTCb8?t=1h25m20s>.
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might incentivize larger companies to leave the United States, and render small business and other
innovators in the field obsolete. If a U.S.-based company moved operations to a country with a
more favorable legal regime, the law enforcement and intelligence communities might lose access
to everything in that company’s holdings—encrypted or not.”91

In this regard, regulation of encryption might not only fail to facilitate state access to digital evidence and intelligence by
encouraging developers to migrate abroad, but may also directly impair important investigative techniques.

91 House Judiciary Committee and House Energy and Commerce Committee Encryption Working Group (2016), “Encryption Working Group Year-End Report”, (20
December 2016) <https://judiciary.house.gov/wp-content/uploads/2016/12/20161220EWGFINALReport.pdf> at 5.
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“Encryption works. Properly implemented strong crypto
systems are one of the few things that you can rely on.”

— Edward Snowden?2

Even highly sophisticated and well-resourced adversaries—including signals intelligence agencies such as the United
States’ National Security Agency (NSA) and Canada’s Communications Security Establishment (CSE)—do not have the power to
decrypt messages encrypted with most modern algorithms without the right keys. While future developments may change this
dynamic, in our current technological context this means that at least some information can be kept secure from state actors
indefinitely. The availability of encryption for securing electronic communications, data, and devices has proliferated rapidly in
recent years—and particularly following the 2013 Snowden revelations. As a result, certain types of data which were previously
available to law enforcement and intelligence agencies in plaintext form are increasingly encrypted at the moment of interception
or seizure. This has led some state officials and investigative agencies to treat encryption technology as an obstacle to be
regulated and constrained. Calls for exceptional access to encrypted data are often framed around the colloquial shorthand
“going dark" to reflect the notion that previously available communications are becoming unavailable to state investigators as a
result of encryption. Some of these exceptional access proposals run contrary to past (or even current) government policy, on the
basis that many state officials and agencies recognize the central importance of robust cryptographic tools for their own activities.

In this section, we briefly outline the early historical debates around encryption and their relationship to present-day
controversies. The focus in this section is on the historical progression of this policy arena over time and the different types of
controls employed or proposed. We generally do not evaluate the feasibility, proportionality, or lawfulness of these proposals in
this section—those issues are instead addressed in Part 4.

Prior to the 1990s, state agencies maintained strict control over the development, availability, and use of cryptographic
tools, using a range of measures designed to prevent the broad non-military/intelligence adoption of strong encryption. For
example, in the United States the NSA created internal and semi-external think tanks to attract leading U.S. cryptographers, and
then classified their work so that it would not become publicly available.93 In effect, intelligence agencies controlled cryptography
by having “the only reservoir of expertise in the field.”®* Control over substantial research funding was another tool used by
intelligence agencies in this era to guide research, shape development, and limit access to the technology.

i.  Strict Control and Closed Door Controversies

In this era, various agencies also began relying on their ability to apply political pressure to limit the wider commercial
availability of encryption—debates over the strength and scope of encryption tools remained largely contained to government
agencies and the technical community. For example, in the early 1980s, a controversy arose as to whether robust encryption should
be adopted into a new standard for mobile communications (i.e., the debate surrounding A5/1 encryption, which was to be
included in the mobile GSM standard). Political pressure from intelligence agencies within some NATO governments (primarily
France and the United Kingdom, it appears, with German agencies opposing) led to a rejection of the stronger 128-bit key length

92 Glenn Greenwald (2013), “Edward Snowden: NSA whistleblower answers reader questions”, (17 June 2013) The Guardian <https://www.theguardian.com/world/
2013/jun/17/edward-snowden-nsa-files-whistleblower>.

93 Michael Schwartzbeck (circa 1997), “The Evolution of US Government Restrictions on Using and Exporting Encryption Technologies”, Central Intelligence Agency,
(Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf>.

94 James Bamford (1982), The Puzzle Palace: Inside the National Security Agency, America’s Most Secret Intelligence Organization (Penguin: 1982) <https://cryptome.org/
nsa-v-all.htm>.
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proposed by the technical and corporate community, which led to the ultimate adoption of a much shorter key length.%> The
debate was secret and only mentioned in public over a decade later—it has since been confirmed that the NSA had the capability
break the resulting encryption.® Similarly, when IBM created a strong 128-bit encryption system (called "Lucifer") for commercial
use, the company was convinced by the NSA in closed-door discussions to reduce the key size (this time to 56 bits) for what
ultimately became the predominant non-military cryptographic system of the era, the Data Encryption Standard (DES).%"

. Export Controls and the Intelligence-Military Mindset

Near the end of this period, cryptographic standards began to emerge from divergent non-military sources, and
governments began to rely on legal recourse intended to protect weapons (generally in the form of export controls) as a way to
discourage and prevent the publication of strong encryption systems by the academic community and private sector.%8 For
example, a full decade after the adoption of A5/1 encryption in mobile communications, standards bodies were called upon to
develop an even weaker encryption algorithm (A5/2) for mobile devices being exported outside of Europe on the basis that the
key size used in A5/1 was too large to comply with export restrictions.29 The A5/2 algorithm was not only shown to be breakable in
real-timel® but it could be used to compromise other, more effective encryption (i.e., A5/1 and, later, A5/3) used by the same
device.101 Finally, a series of directives were issued in the mid-1980s that explicitly gave the NSA control over technology for
safeguarding sensitive government information, which effectively granted the agency responsibility for certifying encryption
standards.102 This elicited a strong adverse public reaction from civil society and the technical community, and was viewed as an
assertion of control by the NSA—a military agency with a history of hostility towards strong commercial cryptography—over an
increasingly important class of technologies. This tension led to the adoption of the Computer Security Act of 1987 in the United
States, a law which sought to enshrine the National Institute for Standards and Technology (NIST), a division of the Department of
Commerce, as the primary authority responsible for standardizing information security technologies.103

95 Arild Faeraas (2014), “Sources: We Were Pressured to Weaken the Mobile Security in the 80’s” Aftenposten (9 January 2014) <https://www.aftenposten.no/verden/i/
Olkl/Sources-We-were-pressured-to-weaken-the-mobile-security-in-the-80s>: The A5/1 algorithm allowed for 64 bit key lengths, but the last 10 bits were secretly and
arbitrarily set to ‘0’ in all keys, reducing the effective key length to 54 bits. See also Marc Briceno, lan Goldberg & David Wagner (1998), “A Pedagogical Implementation
of A5/1”, Smartcard Developer Association <http://www.scard.org/gsm/a51.html>.

% Ross Anderson (1994), “A5 (Was: HACKING DIGITAL PHONES)”, Newsgroups: sci.crypt, alt.security, uk.telecom (17 June 1994) <https://groups.google.com/forum/#!
msg/uk.telecom/TkdCaytoeU4/Mroy719hdroJ> and Snowden Archive, “C3: (TS//SI)” <https://snowdenarchive.cjfe.org/greenstone/collect/snowdenl/index/assoc/
HASH013d/c4c6e608.dir/doc.pdf>,

97 James Bamford (1982), The Puzzle Palace: Inside the National Security Agency, America’s Most Secret Intelligence Organization, (Penguin: 1982) <https://cryptome.org/
nsa-v-all.htm>; Arthur Sorkin (1984), “Lucifer, A Cryptographic Algorithm”, 8(1) Cryptologia 22 <https://dx.doi.org/10.1080/0161-118491858746>: Danielle Kehl, Andi
Wilson, and Kevin Bankston (2015), “Doomed to Repeat History? Lessons from the Crypto Wars of the 1990s”, New America Open Technology Institute <https://
www.newamerica.org/cybersecurity-initiative/policy-papers/doomed-to-repeat-history-lessons-from-the-crypto-wars-of-the-1990s/> at footnote 45.

9% James Bamford (1982), The Puzzle Palace: Inside the National Security Agency, America’s Most Secret Intelligence Organization, (Penguin: 1982) <https://cryptome.org/
nsa-v-all.htm>; Bernstein v Department of Justice, 945 F.Supp. 1279 (1996, US Dist Ct, ND, Calif); aff’d 176 F.3d 1132 (1999, US 9th Circuit); See also Michael Schwartzbeck
(circa 1997), “The Evolution of US Government Restrictions on Using and Exporting Encryption Technologies”, Central Intelligence Agency (Unclassified for Release:
2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf>.

9 Elad Barkan, Eli Biham, and Nathan Keller (2006), "Instant Ciphertext-Only Cryptanalysis of GSM Encrypted Communication”, Technion - Computer Science
Department Technical Report CS-2006-07-2006 <http://www.cs.technion.ac.il/users/wwwb/cgi-bin/tr-get.cgi/2006/CS/CS-2006-07.pdf>.

100 |an Goldberg, David Wagner & Lucky Green (1999), “The (Real-Time) Cryptanalysis of A5/2”, Rump Session of Crypto’99.

101 3GPP (2003), “Implications of the A5/2 Attack for 3GPP WLAN Access”, 3GPP TSG SA WG3 Security (November 2003) <ftp://www.3gpp.org/tsg_sa/WG3_Security/
TSGS3_31_Munich/Docs/PDF/S3-030733.pdf>. As a result, standards organizations eventually withdrew the A5/2 encryption algorithm and prohibited its use in mobile
devices. However, this transition was slow, leaving mobile devices vulnerable for over two decades from its adoption in the late 1980s to its eventual withdrawal in
2007.

See also Technical Specification Group Services and System Aspects; Security Related Network Functions, Rel 4, 3GPP TS 43.020 v4.4.0 (Sept 2007) <http://www.
3gpp.org/ftp/Specs/archive/43_series/43.020/43020-440.zip> [ZIP]:

“It is mandatory for A5/1 and non encrypted mode to be implemented in mobile stations. It is prohibited to implement A5/2 in
mobile stations.”

102 Electronic Privacy Information Center, “Computer Security Act of 1987” <https://www.epic.org/crypto/csa/>.

103 The newly emergent predominance of NIST was rapidly undermined by a Memorandum of Understanding between NIST and the NSA, which entrusted cryptography
to a joint working group co-hosted by the two entities but seemingly led by the NSA.

See Electronic Privacy Information Center, “Computer Security Act of 1987” <https://www.epic.org/crypto/csa/>; Clinton Brooks, Special Assistant to the Director,
National Security Agency, “Memorandum on NSDD-145 and the Computer Security Act”, <https://www.epic.org/crypto/csa/brooks.gif>.
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Beginning in the early 1990s, cryptography emerged as a central and hotly contested policy issue as public demand for
strong encryption grew alongside the widespread adoption of the Internet. The ascendant control exerted by intelligence
agencies (and particularly by the NSA) over public access to cryptography could not be sustained in the face of demonstrable
need to secure information more broadly.1% While governments acknowledged this need, they remained unwilling to allow
greater user security to impact on their own surveillance capabilities, which, in turn, led to an era where various proposals sought
to create some form of hybrid solution that reconciled investigative and cybersecurity objectives. This period of time is often
referred to as the “Crypto Wars.” Over this period, law enforcement agencies in Canada mirrored American calls for some form of
exceptional access that would let them bypass strong cryptographic protections,}?> and the Canadian government appears to
have been initially supportive of efforts by the United States to adopt cryptography restrictions on the international stage.10¢

I.  The Clipper Chip and the Push for Key Escrow

This era saw the development of the now infamous “Clipper Chip” through a hybrid working group run by the NSA and
NIST in 1993.197 The Clipper Chip, a cryptographic chipset, would have allowed devices on which it was installed to use SKIPJACK,
the most robust encryption algorithm sanctioned by the U.S. government at that time. The algorithm used what appeared to be
sound cryptographic principlesi® and 80-bit key lengths when, to date, the United States had otherwise largely succeeded in
limiting key lengths to 56-bits.109 However, the U.S. government also planned to retain a copy of a secret, device-specific
encryption key associated with each and every Clipper chip in escrow, giving law enforcement and intelligence agencies the
ability to decrypt traffic.110 Whenever a Clipper Chip established a connection, it transmitted a “Law Enforcement Access
Field” (LEAF) which included the particular chip’s Unique Identifier as well as a copy of the session key used to encrypt the specific
communication.111 While measures were put in place to protect interference with the LEAF, security researchers discovered
significant systemic flaws.112

104 Michael Schwartzbeck (circa 1997), “The Evolution of US Government Restrictions on Using and Exporting Encryption Technologies”, Central Intelligence Agency
(Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf> at 22—23.

105 Brad Evenson (1996), “Going Cryptic on the Net”, The Ottawa Citizen (23 August 1996) archived at: <http://www.efc.ca/pages/media/ottawa.citizen.23aug96.html>:

“The RCMP and Canadian Association of Chiefs of Police want some kind of ‘back door' that would allow them to decrypt
telephone and e-mail communication they intercept by wiretapping.”

106 For example, Canadian representatives at the OECD were initially supportive of US efforts to advance a key escrow mandate in an instrument—the OECD Guidelines
on Cryptography—that was being negotiated at the time. See Michael Schwartzbeck (circa 1997), “The Evolution of US Government Restrictions on Using and Exporting
Encryption Technologies”, Central Intelligence Agency (Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf> at
27—28.

107 This working group was established soon after the passing of the Computer Security Act of 1987, undermining Congress’ attempt to establish NIST, a civilian agency,
as the primary state authority on commercial encryption. See Electronic Privacy Information Center, “Computer Security Act of 1987” <https://www.epic.org/crypto/
csa/>.

108 However, concerns were raised that the SKIPJACK algorithm itself was kept secret and only subjected to cryptanalysis by a small and select group of independent
cryptographers. As such, it was suspected that the algorithm’s soundness was perhaps less than was concluded on the basis of this limited independent review.
See Matt Blaze (1994), “Protocol Failure in the Escrowed Encryption Standard”, (20 August 1994) <http://www.crypto.com/papers/eesproto.pdf>.

109 DES, limited to 56 bit key lengths and described above, remained the prevalent encryption mechanism at the time.

Ernest F Brickel et al. (1993), “The SKIPJACK Algorithm”, Interim Report (28 July 1993) <https://epic.org/crypto/clipper/skipjack_interim_review.html>; Danielle Kehl,
Andi Wilson, and Kevin Bankston (2015), “Doomed to Repeat History? Lessons from the Crypto Wars of the 1990s”, New America Open Technology Institute <https://
static.newamerica.org/attachments/3407-doomed-to-repeat-history-lessons-from-the-crypto-wars-of-the-1990s/Crypto%20Wars_ReDo.
7cb491837ac541709797hdf868d37f52.pdf> at footnote 45.

110 FIPS 185 (1994), “Escrowed Encryption Standard” (9 February 1994, withdrawn 19 October 2015) <https://csrc.nist.gov/csrc/media/publications/fips/185/archive/
1994-02-09/documents/fips185.pdf>.

111 |pid.; Matt Blaze (1994), “Protocol Failure in the Escrowed Encryption Standard”, (20 August, 1994) <http://www.crypto.com/papers/eesproto.pdf>.
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The proposal was ultimately defeated as a result of sustained pressure from civil liberties organizations and in light of
academic consensus that demonstrated that the escrow system left communications disproportionately vulnerable.113 In the
years that followed, the Clipper Chip was followed by a number of other failed efforts to mandate software key escrow or to
impose obligations on service providers. These efforts were premised on the ideological position that strong cryptography should
be made widely available, but only if government actors could have and maintain unrestricted access to data in its unencrypted
form.114

At the same time, the use of export restrictions as a means of limiting the public adoption of strong cryptography became
increasingly infeasible. A U.S. government lawsuit against cryptographer Phil Zimmerman (who created the PGP email encryption
system) ultimately failed, on the finding that there was no connection between Zimmerman and the websites accused of
“exporting” the encryption system by making it available online. Next, a security company formed by MIT academics (called RSA)
began establishing subsidiary companies in other countries as a means to sell encryption technology abroad without running
afoul of U.S. export restrictions. Both these efforts demonstrated that while export controls continued to operate as obstacles, the
Internet and globalization were making them less capable of preventing commercially available public cryptography. Finally, an
historic lawsuit was launched by the newly emergent Electronic Frontiers Foundation (EFF) on behalf of a PhD candidate who
sought to publish his encryption software and research papers online. The EFF successfully argued that the U.S. export
restrictions, as formulated, constituted an impermissible restraint on his freedom of speech by preventing him from publishing
the research.115

. An International Move Toward Commercial Liberalization and Public Control

On the international stage, the United States attempted to advance its key escrow agenda through an Organisation for
Economic Co-operation and Development (OECD) policy that was being developed on cryptography.116 However, the ultimate
recommendations adopted by the OECD emphasized the need to ensure that national restrictions on the use or dissemination of
cryptography did not create obstacles to information and communication networks.117 While the OECD recommendations
accepted the possibility of lawful access mechanisms, including key escrow or other key recovery mechanisms, as legitimate
options in national cryptography policies, the United States failed to convince other states to adopt any mandatory global lawful
access requirement, let alone its preferred mechanism.118 Instead, the OECD recommendations firmly established a model of

113 AT&T was the only company that agreed to implement the Clipper chip and the company was subjected to heavy public criticism and planned boycotts for its
decision to do so. See Michael Schwartzbeck, “The Evolution of US Government Restrictions on Using and Exporting Encryption Technologies”, Central Intelligence
Agency (circa 1997, Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf> at 23.

See also Danielle Kehl, Andi Wilson, and Kevin Bankston (2015), “Doomed to Repeat History? Lessons from the Crypto Wars of the 1990s,” New America Open Technology
Institute <https://static.newamerica.org/attachments/3407-doomed-to-repeat-history-lessons-from-the-crypto-wars-of-the-1990s/Crypto%20Wars_ReDo.
7cb491837ac541709797bdf868d37f52.pdf> at 7.

114 |bjd at 9—11.

115 Bernstein v Department of Justice, 922 F.Supp. 1426 (1996, ND Calif); Bernstein v Department of Justice, 945 F.Supp. 1279 (1996, ND Calif); aff’d 176 F.3d 1132 (1999, US
9th Circuit); See also Michael Schwartzbeck, “The Evolution of US Government Restrictions on Using and Exporting Encryption Technologies” (circa 1997), Central
Intelligence Agency (Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf>.

116 |pid at 27—28:

“.. David Aaron, US Special Envoy to the OECD, stated that important US allies support President Clinton’s position that
governments should be able to recover encryption keys when necessary”, noting specifically that he had discussed cryptography
issues with OECD representatives from France, the UK, Germany, Belgium and Canada.”

See also Sarah Andrews (2000), “Who Holds the Key? A Comparative Study of US and European Encryption Policies”, 2 J of Information, L and Tech <https://
www?2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 3.1.

17 QECD Council Recommendation Concerning Guidelines for Cryptography Policy, C(97)62/FINAL (adopted 27 March 1997) <https://www.oecd.org/sti/ieconomy/
guidelinesforcryptographypolicy.htm> at Annex: “Guidelines for Cryptography Policy”.

118 |bid at Annex: “Guidelines for Cryptography Policy,” Principle 6; Michael Schwartzbeck, “The Evolution of US Government Restrictions on Using and Exporting Encryption
Technologies” (circa 1997), Central Intelligence Agency (Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/DOC_0006231614.pdf> at
27—28.

The U.S. also failed in its efforts to encode key escrow systems as the primary permissible means of exporting strong cryptography when the Wasenaar Agreement on
Export Controls for Dual-Use Goodes and Technologies and Conventional Arms was adopted in 1998. See Sarah Andrews (2000), “Who Holds the Key? A Comparative
Study of US and European Encryption Policies”, 2 J of Information, L and Tech <https://www2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 3.1 and
3.2.
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civilian control of the development of cryptography® and required that any lawful access measures must respect privacy rights,
user choice, and confidence in the integrity and confidentiality of information and communications systems.120

The OECD Cryptography Guidelines, in their final form, represented the culmination of a shift towards the liberalization of
cryptography policy that took place in the United States and among allied states, including Canada. By late 1999, most OECD
governments had recognized the need for strong commercial cryptography and many adopted national cryptography policies
based on the OECD model.121 The United States also appeared to finally abandon its plans for a key escrow system in late 1999,
when it removed the remaining export restrictions that imposed a licensing requirement for cryptographic keys over 56 bits in
length without a key recovery mechanism.122 Some European countries, and the European Commission itself, adopted even
stronger pro-cryptography positions, categorizing key escrow and related proposals as a threat to encryption in public
communiqués and other statements.123 While none of these positions were legally binding, they did signal a new direction in the
approach taken to commercial cryptography by a number of states—evolving from one of open hostility, to grudging acceptance,
to open recognition of the critical role encryption played in maintaining the integrity and security of public networks.

The United States also sought to advance its initially restrictive encryption policies through another international
mechanism—the Wassenaar Arrangement on Export Controls for Conventional Arms and Dual-Use Technologies and Goods. Prior
to 1998, Participating States agreed to generally restrict the export of encryption technologies if an export permit was obtained,
although Wassenaar did not generally impose specific conditions under which a state might refuse or grant a license.124
Wassenaar also included an exemption for mass market and public domain software (contained in the General Software Note or
GSN). Per the exemption, export permits were only required for hardware and customized software.125 The Wassenaar agreement
is not a treaty, however, and while Participating States are expected to adopt its provisions, the Arrangement is not directly
binding.126 In late 1998, licensing restrictions were wholly lifted for encryption products employing keys not exceeding 56 bits of

119 OECD Council Recommendation Concerning Guidelines for Cryptography Policy, C(97)62/FINAL (adopted 27 March 1997) <https://www.oecd.org/sti/ieconomy/
guidelinesforcryptographypolicy.htm=>Principle 3:

“The development and provision of cryptographic methods should be determined by the market in an open and competitive
environment. Such an approach would best ensure that solutions keep pace with changing technology, the demands of users
and evolving threats to information and communications systems security. The development of international technical
standards, criteria and protocols related to cryptographic methods should also be market driven. Governments should
encourage and co-operate with business and the research community in the development of cryptographic methods.”

120 |pjd at Principles 1,2 and 5.
121 W3C, Activities Related to the United States, "Framework for Global Electronic Commerce”, <https://www.w3.0rg/TR/NOTE-framework-970706>.

122 Peter Swire & Kenesa Ahmad (2012), “Encryption and Globalization”, 23 Columbia Sci & Tech L Rev <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1960602>
at 439—441; Danielle Kehl, Andi Wilson, and Kevin Bankston, “Doomed to Repeat History? Lessons from the Crypto Wars of the 1990s” (2015), New America Open
Technology Institute <https://static.newamerica.org/attachments/3407-doomed-to-repeat-history-lessons-from-the-crypto-wars-of-the-1990s/Crypto%20Wars_ReDo.
7cb491837ac541709797bdf868d37f52.pdf> at 15—17; Michael Schwartzbeck (circa 1997), “The Evolution of US Government Restrictions on Using and Exporting
Encryption Technologies”, Central Intelligence Agency (circa 1997, Unclassified for Release: 2014/09/10) <https://www.cia.gov/library/readingroom/docs/
DOC_0006231614.pdf> at 2; Sarah Andrews (2000), “Who Holds the Key? A Comparative Study of US and European Encryption Policies”, (2000) 2 J of Information, L and
Tech <https://www2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 4.2.

123 |bjd at section 5.2.

See also Sven Herpig and Stefan Heumann, "Germany’s Crypto Past and Hacking Future” (2017), Lawfare (13 April 2017) <https://www.lawfareblog.com/germanys-crypto-past-
and-hacking-future>. Germany adopted a national cryptography policy in 1999 that included the following core components:

"1) There will be no ban or limitation on crypto products; 2) Crypto products shall be tested for their security in order to increase the user’s
trust in those products; 3) The development of crypto products by German manufacturers is essential for the country’s security and their
ability to compete internationally shall therefore be strengthened; 4) Law enforcement and security agencies shall not be weakened by
the widespread use of encryption. The development of additional technical competencies for those agencies shall be fostered; 5)
International cooperation on crypto issues such as open standards and interoperability is vital and shall be fostered bi- and multilaterally."

124 Government of Canada (1998), “Discussion Paper: A Cryptography Policy Framework for Electronic Commerce—Building Canada’s Information Economy and Society”,
Industry Canada <https://cippic.ca/uploads/GoC-Canadas_Cryptographic_Policy-1998.pdf> at 30.

125 Government of Canada (1998), “Discussion Paper: A Cryptography Policy Framework for Electronic Commerce--Building Canada’s Information Economy and Society”, Industry
Canada <https://cippic.ca/uploads/GoC-Canadas_Cryptographic_Policy-1998.pdf> at 9.

126 Notably, the United States had never implemented the pre-1998 licensing exception for mass-market customer software encoded in the GSN.

See: Sarah Andrews (2000), “Who Holds the Key? A Comparative Study of US and European Encryption Policies”, 2 J of Information, L and Tech <https://
www?2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 3.2.
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symmetric length.12” The GSN was also expanded to encompass mass market hardware, whereas before it was limited to
software.128 However, at the same time, the GSN was controversially limited in application so that export permits would be
required for any encryption products employing keys in excess of 64 bits of symmetric key length, including mass market
products.129

The 1998 Wassenaar changes are perhaps best understood through the lens of American encryption policy, as the U.S.
was a driving force behind the shift.130 The United States approach to encryption export control at the time, which was mirrored in
its domestic policy and also updated in late 1998, was far more restrictive than that adopted in Wassenaar—notably, it set the
license ceiling for non-recoverable symmetric key lengths at 54 bits.131 From this perspective, the changes represent the United
States’ failure to convince Wassenaar partners of the merits of its approach to export restrictions.!32 The ultimate irony of the US-
led Wassenaar changes, however, is that by late 1999 the United States itself had greatly liberalized its domestic export policy well
beyond the more restrictive conditions it had pushed for within Wassenaar by allowing the export of encryption products of any
key length to non-government end users.133

127 Sarah Andrews, “Who Holds the Key? A Comparative Study of US and European Encryption Policies”, (2000) 2 J of Information, L and Tech <https://
www2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 3.2; United States House of Congress (1999), House Committee on Commerce, Subcommittee on
Telecommunications, Trade and Consumer Protection, Testimony of Bill Reinsch, Undersecretary of Export Administration, Department of Commerce, “Security and
Freedom Through Encryption Act - HR 850”, (25 May 1999) <https://fas.org/irp/news/1999/05/990525-crypto.htm>.

128 |pid.
129 |bjd":

“Most importantly, the Wassenaar members agreed to remove encryption software from Wassenaar's General Software Note and
replace it with a new cryptography note. Drafted in 1991, when banks, government and militaries were the primary users of
encryption, the General Software Note allowed countries to permit the export of mass market encryption software without
restriction. The GSN was created to release general purpose software used on personal computers, but it inadvertently
encouraged some signatory countries to permit the unrestricted export of encryption software. It was essential to modernize the
GSN and close the loophole that permitted the uncontrolled export of encryption with unlimited key length. Under the new
cryptography note, mass market hardware has been added and a 64-bit key length or below has been set as an appropriate
threshold. This ... does not mean encryption products of more than 64 bits cannot be exported. Our own policy permits that, as
does the policy of most other Wassenaar members. It does mean, however, that such exports must be reviewed by governments
consistent with their national export control procedures.”

130 /bjd"

“In December [1998], through the hard work of [United States] Ambassador David Aaron, the President's special envoy on
encryption, the Wassenaar Arrangement members agreed on several changes relating to encryption controls.”

See also Sarah Andrews (2000), “Who Holds the Key? A Comparative Study of US and European Encryption Policies”, 2 J of Information, L and Tech <https://
www?2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 3.2.

131 This policy was largely put in place late 1996, and, notably, updated on September 22, 1998 (that is, effectively in conjunction with finalization of the 1998 Wassenaar
changes) when exceptions were added for exports of encryption using any key length to in 46 designated countries if destined for the insurance and medical/health
sectors or to online merchants for the purpose of securing online transactions with customers.

See Danielle Kehl, Andi Wilson, and Kevin Bankston (2015), “Doomed to Repeat History? Lessons from the Crypto Wars of the 1990s,” New America Open Technology
Institute <https://static.newamerica.org/attachments/3407-doomed-to-repeat-history-lessons-from-the-crypto-wars-of-the-1990s/Crypto%20Wars_ReDo.
7cb491837ac541709797bdf868d37f52.pdf> at 15-17; United States House of Congress (1999), House Committee on Commerce, Subcommittee on Telecommunications,
Trade and Consumer Protection, Testimony of Bill Reinsch, Undersecretary of Export Administration, Department of Commerce, “Security and Freedom Through
Encryption Act - HR 850”, (25 May 1999) <https://fas.org/irp/news/1999/05/990525-crypto.htm>.

132 Sarah Andrews, “Who Holds the Key? A Comparative Study of US and European Encryption Policies” (2000), 2 J of Information, L and Tech <https://
www2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 3.2:

“It is significant to note, however, that once again US efforts to gain international approval for their key recovery proposals failed
and the new Control List makes no concessions for the export of such products.”

133 Some restrictions remained in place. While retail and open source products could be exported without limit, customized encryption products destined for non-
government required a “technical review” by the U.S. government prior to export. Exports destined for foreign government end users continued to require a license
assessed on a case by case basis.

See Peter Swire & Kenesa Ahmad, “Encryption and Globalization” (2012), 23 Columbia Sci & Tech L Rev <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1960602>
at 439-441; Danielle Kehl, Andi Wilson, and Kevin Bankston (2015), “Doomed to Repeat History? Lessons from the Crypto Wars of the 1990s,” New America Open
Technology Institute <https://static.newamerica.org/attachments/3407-doomed-to-repeat-history-lessons-from-the-crypto-wars-of-the-1990s/Crypto%20Wars_ReDo.
7cb491837ac541709797bdf868d37f52.pdf> at 15-17; Sarah Andrews (2000), “Who Holds the Key? A Comparative Study of US and European Encryption Policies”, 2 J of
Information, L and Tech <https://www2.warwick.ac.uk/fac/soc/law/elj/jilt/2000_2/andrews/> at section 4.2.
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iii. The Ganadian Context and the Cryptography Policy

Canada’s national “Cryptography Policy” was adopted in 1998, and is very much a product of the era. Prior to 1998,
Canadian cryptography policy was largely restricted to export control rules, and largely in line with its commitments under the
Wassenaar Arrangement.134 This included a complete ban on exports to a sub-set of specific countries as well as a licensing
requirement for 56-bit customized symmetric encryption software or hardware with encryption.3> Commercial actors in Canada
were also impacted by restrictions imposed by the United States and others.136 For example, the weak mobile communications
encryption set in the European GSM standard 1980s described above became global standards and were adopted by Canadian
mobile providers as well.137 As the Canadian government joined its counterparts in formalizing a national and international
cryptography policy, Canadian law enforcement and national security agencies mobilized in support of more overt and robust
Canadian restrictions on cryptography. The consultation that formulated Canada’s cryptography policy featured calls from law
enforcement and national security agencies to ensure that any broadly adopted encryption policy would include the ability for
government to decrypt data they acquired or intercepted.138 The consultation document itself advanced the option of
government prohibitions on the creation, import, export, or use of any strong encryption that lacked a key escrow or recovery
mechanism—a proposition strongly opposed by a large international coalition of civil society groups.13¢ The final government
policy was ultimately premised on the OECD Guidelines, and includes six core but non-binding points. The four most relevant of
those points are as follows:

. It “affirms the freedom of Canadians to develop, import and use whatever cryptography products they wish” and
expresses that the government wants “Canadian businesses and citizens to have access to a wide range of products and

services, including the very strongest forms of encryption.”

. It states that the government “will not implement mandatory key recovery requirements or licensing regimes for
certification authorities or trusted third parties.”

134 Government of Canada (1998), “Discussion Paper: A Cryptography Policy Framework for Electronic Commerce--Building Canada’s Information Economy and Society”, Industry
Canada <https://cippic.ca/uploads/GoC-Canadas_Cryptographic_Policy-1998.pdf>at 9.

135 |pid; Brad Evenson, “Going Cryptic on the Net” (1996), The Ottawa Citizen (23 August 1996) archived at: <http://www.efc.ca/pages/media/ottawa.citizen.
23aug96.html>:

“The export of encryption software, which converts a document into an undecipherable code, is considered so sensitive to
Canada's interest, it is treated the same as guns or tobacco. It cannot be exported to such countries as Iraq and Libya; the law
considers this as serious as smuggling weapons. American laws are stricter still: Only encryption that U.S. authorities know how
to decipher can be exported. "Generally, (export) restrictions are there to make sure subversive or terrorist organizations don't
get these products", says White. It takes Entrust four to six weeks to get an export permit from the Foreign Affairs Department,
which reviews each international sale.”

136 Jeffrey Shallit & David Jones (1997), “Statement on Canadian Cryptography Policy”, Electronic Frontiers Canada (14 August 1997) <http://www.efc.ca/pages/crypto/
policy.html>:

“It is widely recognized that interests and priorities established by American law enforcement and national security agencies
have had a significant impact, both on U.S. policy, as well as cryptography policies around the world. As an illustration, several
Canadian banks discriminate against a subset of their Canadian customers who do electronic commerce by not providing them
with software that uses strong encryption. They do this in order to comply with contractual obligations with American
companies that provide strong encryption software. Those companies, in turn, are obligated to include those terms in their
contracts in order to comply with American cryptography policy. In this way, American policy has a specific and extra-territorial
impact on Canadians and Canadian-owned companies.”

137 For example, in 2006, 37% of Canada’s 18 million or so mobile subscribers used Rogers Communications. Rogers mobile services used the GSM protocol, which
deployed the same weakened A5/1 or A5/2 encryption adopted in the 1980s in Europe.

See e.g., CRTC, Communications Monitoring Report 2008 (July 2008) <http://publications.gc.ca/collections/collection_2008/crtc/BC9-9-2008E.pdf> Figure 5.5.7, Figure
5.5.1,and at 254.

138 Electronic Frontiers Canada (1998), “International Human Rights Organizations Express Privacy Concerns About Canadian Cryptography Policy” (27 April 1998) <http://
www.efc.ca/pages/pr/efc-pr.27apr98.html>:

“Advocates for government restrictions on the use of encryption technology include the Canadian Association of Chiefs of Police
(CACP), the Royal Canadian Mounted Police (RCMP), the Canadian Security and Intelligence Service (CSIS), and the Communications
Security Establishment (CSE), all of which were represented at the Ottawa meeting, where they expressed concern about losing the
ability to eavesdrop on email or voice communications when conducting investigations. "Law enforcement agencies must be
provided a means by which they can decrypt information they gather", said RCMP Commissioner Philip Murray at the meeting, and in
the RCMP's written submission to Industry Canada.”

139 Global Internet Liberty Campaign (1998), “Statement on Canadian Crypto Policy” (20 April 1998) <http://www.efc.ca/pages/crypto/gilc-letter.20apro8.html>.
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. It states that the government will “encourage industry to establish responsible practices, such as key recovery
techniques for stored data and industry-led accreditation of private sector certification authorities,” in order to “build
consumer and business confidence in these products and services, and assure business continuity in case of loss or
corruption of keys.” It states that the government’s procurement processes will be used to encourage commercial key
back-up.

. It states that “Government proposes to make legislative amendments which will protect consumers' privacy and will
also give law enforcement agencies and national security agencies the legal framework they need to ensure public
safety. This includes making it an offence to wrongfully disclose private encryption key information and to use
cryptography to commit or hide evidence of a crime.” The Minister also stated that “we also need to make it clear that
warrants and assistance orders also apply to situations where encryption is encountered - to obtain the decrypted
material or decryption keys.”140

This policy represented a clear rejection of the more aggressive proposals for mandatory key escrow that were hallmarks of the
encryption debate earlier in the decade. It also called for legislative changes that would clarify the degree to which service
providers in receipt of a search warrant could be compelled to assist in decrypting any data subsequently acquired. However,
efforts to clarify such powers failed to materialize in public law, and for over a decade following the policy’s release, public
engagement on the question was largely abandoned.

In the United States, Canada, and most European countries, the encryption issue reached an equilibrium of sorts following
the heated debates of the 1990s. While governments continued to push for expanded search and seizure powers—pitched as
necessary to address technological change—encryption was not a prominent feature on the list of scourges plaguing investigators
and intelligence agents in the first decade of the new millennium. During this era, law enforcement and intelligence agencies
instead focused on maximizing their ability to exploit the vast and detailed information that was a hallmark of the participative
web—social media interactions, ubiquitous location data, cloud-based document storage, and a broad assortment of digital
content which presented an intimate picture of any individual’s life, habits, or relationships.}! To the extent that encryption
posed an investigative barrier in this era, agencies employed existing powers to work around encryption and found other ways to
obtain the same data. At the same time, some states began to attempt to impose decryption requirements on increasingly global
communications platforms based in the United States, Canada, and Europe, which added a globalization dimension to the
encryption debate.

I.  Ubiquitous Access to New Kinds of Data

Encryption was not a dominant component of law enforcement or intelligence agencies’ lobbying agenda in the 2000s.142
For example, in 2002 a Canadian Department of Justice consultation document was issued for the purpose of assessing whether
new laws or powers were needed, stating that “rapidly evolving technologies [were posing] a significant challenge to law
enforcement and national security agencies ... [by making] it more difficult to gather the information required to carry out
effective investigations.”143 This document outlined a number of investigative challenges and proposed a range of new powers,
yet it did not mention encryption even once as posing such an investigative barrier44 and it conspicuously excluded even the
minor amendments called for in the 1998 National Cryptography policy. Legislative proposals that emerged from this
consultation included only limited attempts to overtly regulate encryption or facilitate state access to encrypted data. At the same

140 Speaking Notes on “Canada’s Cryptography Policy” (1998) for the Honourable John Manley, Minister of Industry, to the National Press Club (1 October 1998) <http://
fas.org/irp/news/1998/10/981001-crypto.htm>.

141 Of course, a full catalogue of the new data sources that emerged as a byproduct of the participative web is well beyond the scope of this report.

For an overview, see OECD (2007), “Participative Web: User-Created Content”, DSTI/ICCP/IE(2006)7/FINAL (12 April 2007) <https://www.oecd.org/sti/38393115.pdf>.
142 peter Swire & Kenesa Ahmad (2012), “Encryption and Globalization”, 23 Columbia Sci & Tech L Rev <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1960602>.
143 Canada, Department of Justice (2002), “Lawful Access—Consultation Document”, (25 August 2002) <http://www.justice.gc.ca/eng/cons/la-al/la-al.pdf>.

144 |bid.
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time, the Council of Europe’s Cybercrime Convention—which was finalized in 2001 and adopted by numerous states, including
Canada and the United States—addressed perceived challenges posed by emerging technologies to various investigative and
intelligence gathering objectives without making encryption a primary focus.24>

There is also some evidence to suggest that the information blackout underpinning government concerns about
encryption in the 1980s and 90s simply failed to materialize. For example, communications surveillance was historically
conducted primarily under Part VI of the Criminal Code, which governs wiretaps and some other forms of real-time electronic
surveillance. Yet the number of Part VI authorizations issued annually to the RCMP in Canada decreased only modestly in the
2000-2011 period. Perhaps more importantly, the annual number of proceedings relying on Part VI or Part VI-derived evidence and
successful resulting prosecutions remained roughly equivalent over this period of time as well. Together, this data suggests that
the RCMP’s ability to obtain and leverage evidence from historical electronic surveillance mechanisms remained largely
unimpeded during this period.
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145 Encryption was initially listed as an obstacle to technological investigations of crime in the initial 1996 terms of reference that eventually led to the ultimate
adoption of the Cybercrime Convention. However, the Convention itself provides no provisions at all designed to facilitate state access to encrypted data, and even
recommends the use of encryption when one state transmits electronic evidence to a foreign state to facilitate the foreign state’s investigative needs.

See Convention on Cybercrime, ETS No 185 (23 November 2001) <http://www.europarl.europa.eu/meetdocs/2014_2019/documents/libe/dv/7_conv_budapest_/
7_conv_budapest_en.pdf>; see also Explanatory Report to the Convention on Cybercrime, Budapest (23 November 2001) <https://rm.coe.int/16800cce5b> at para
11.iv.

146 Compiled from: Public Safety Canada, (2004-2015), “Annual Report on the Use of Electronic Surveillance”, issued annually in the years between 2004 to 2015
<https://www.publicsafety.gc.ca/cnt/rsrcs/pblctns/index-en.aspx>. To ensure data is the most up-to-date available, each data point data is derived from the most
recent year available: data presented for the year 2000 is derived from the 2004 Annual Report; data presented for the year 2001 is derived from the 2005 Annual
Report; etc. Data points for “Proceedings using Part VI Evidence” compile figures for the number of criminal proceedings commenced by the Attorney General of
Canada that adduced private communications intercepted under Part VI as evidence and in which information obtained as a result of a Part VI interception was
adduced in evidence, although the private communication itself was not. Data for “Proceedings Resulting in Conviction” compiles reported convictions resulting from
these respective proceedings. Data for both “Proceedings using Part VI Evidence” and “Proceedings Resulting in Conviction” is reported further to paragraphs 195(2)(m)
and (n) of the Criminal Code, and presented in Tables 11 & 12 in Annual Reports issued for the years 2013-2015 and in Figures 3 & 4 in Annual Reports issued for years
prior to 2012.
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Wiretap authorizations in the United States indicate similarly consistent surveillance capabilities in the face of
encryption.}8 Indeed, what data is available regarding other techniques suggests that while the volume of U.S. law enforcement
wiretaps remained largely stable during this period, this stability was accompanied by a dramatic increase in the use of other
invasive digital surveillance tools such as those directed at intercepting metadata.l*? It is also now clear that signals intelligence
agencies such as the CSE and its partners, the NSA and the United Kingdom’s GCHQ (members of the Five Eyes intelligence
partnership) were not significantly constrained during this era. Beginning in 2001, these agencies dramatically expanded their
capabilities to capture unprecedented amounts of electronic data—which is now regularly analyzed, stored, and
operationalized.1%0

While they have never been systemically documented, a range of existing powers of general application were also
employed by state agencies to bypass encryption in this era. For example, the Five Eyes signals intelligence agencies relied on
their general mandates to develop sophisticated techniques over this period to obtain data in plaintext even where encryption

147 Compiled from: Public Safety Canada, (2004-2015), “Annual Report on the Use of Electronic Surveillance”, issued annually in the years between 2004 to 2015
<https://www.publicsafety.gc.ca/cnt/rsrcs/pblctns/index-en.aspx>. To ensure data is the most up-to-date available, each data point is derived from the most recent
year available: data presented for the year 2000 is derived from the 2004 Annual Report; data presented for the year 2001 is derived from the 2005 Annual Report; etc.
Data excludes authorization renewals. Data points compile authorizations obtained annually as further to paragraph 195(2)(a) of the Criminal Code and presented in
Table 1 in referenced Annual Reports.

148 Peter Swire & Kenesa Ahmad (2012), “Encryption and Globalization”, 23 Columbia Sci & Tech L Rev <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1960602>
at471:

“Three thousand, one hundred and ninety-four wiretap court orders were issued for the interception of electronic, wire, or oral
communications in 2010. In the six instances where encryption was encountered in 2010, the encryption did not prevent law
enforcement from retrieving the plaintext forms of communication.”

149 Naomi Gilens (2012), “New Justice Department Documents Show Huge Increase in Warrantless Electronic Surveillance”, ACLU, (27 September 2012) <https://
www.aclu.org/blog/national-security/new-justice-department-documents-show-huge-increase-warrantless-electronic>.

150 Glenn Greenwald and Ewen MacAskill (2013), “Boundless Informant: The NSA’s Secret Tool to Track Global Surveillance Data”, The Guardian (11 June 2013) https://
www.theguardian.com/world/2013/jun/08/nsa-boundless-informant-global-datamining.
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was involved.’s! Law enforcement similarly began to explore ways in which generalized assistance powers might be used to
compel service providers to bypass their own encryption.152 However, such efforts occurred largely in secret, and thus did not
become a significant part of the public discussion. Ultimately, while some historically available datasets might have become more
difficult to access, encryption does not appear to have greatly impeded government's ability to investigate and prevent crime or
to gather intelligence in this period.

ii. Global Markets and Global Problems

While the encryption debate was somewhat dormant in Canada, the United States, and Europe following the liberalization of
the late 1990s, global Internet and communications companies faced aggressive demands from other governments during the same
period. Research in Motion (RIM), whose Blackberry phones became top-selling mobile devices (in large part based on the strength of
their perceived security), experienced challenges that were indicative of a more general climate. Around 2007, a number of countries
began to pressure RIM to make the encrypted mobile services (e.g., email and instant messaging) including in BlackBerry devices more
accessible to government agencies.153 This culminated in prominent international standoffs, with countries such as the United Arab
Emirates and India threatening to block Blackberry services nation-wide. RIM ultimately capitulated, establishing dedicated serversin a
number of countries—reportedly also including China, India, Indonesia, Russia, Saudi Arabia, and the United Arab Emirates—to
facilitate direct state access to otherwise encrypted Blackberry communications.> While RIM’s compromise only impacted its
consumer-facing services15s the case study demonstrates how domestic encryption policies such as those of the United Arab Emirates,
India, and China may force service providers to weaken core product features in order to participate in local markets, jeopardizing user
security in the process.

RIM built its global market share on the strength of its data security practices and became the provider of choice for
governments and corporations around the world. But within networks where foreign governments pose a threat—as adversaries in
business, ideology, security, or diplomatic affairs—business solutions that allow foreign governments access to encrypted
communication can be subverted to compromise security at home. States that seek to impose restrictions on encryption need to

151 Government Communications Headquarters (GCHQ), “BULLRUN Col - Briefing Sheet”, Snowden Archive <https://snowdenarchive.cjfe.org/greenstone/collect/
snowdenl/index/assoc/HASH01f0/54648¢90.dir/doc.pdf>:

“In recent years there has been an aggressive effort, lead by NSA, to make major improvements in defeating network security
and privacy involving multiple sources and methods, all of which are extremely sensitive and fragile. These include: Computer
Network Exploitation (CNE); collaboration with other Intelligence Agencies; investment in high-performance computers; and
development of advanced mathematical techniques. ... To achieve this, NSA has introduced the BULLRUN Col to protect our
abilities to defeat the encryption used in network communication technologies. This covers both the 'fact of" a capability against
a specific technology and resulting decrypts (which may be either plaintext or metadata (events). GCHQ Is also introducing
BULLRUN. (CSEC, DSD and GCSB are expected to do likewise.)”

See also National Security Agency, “Classification Guide Title/Number: Project BULLRUN/2-16", Snowden Archive (16 June 2010) <https://snowdenarchive.cjfe.org/
greenstone/collect/snowdenl/index/assoc/HASHea20.dir/doc.pdf>:

“Project BULLRUN Deals with NSA's Abilities to defeat the encryption used in specific network communication technologies.
BULLRUN Involves multiple sources, all of which are extremely sensitive. They Include CNE, interdiction, industry relationships,
collaboration with other IC entities, and advanced mathematical techniques.”

See also Greg Weston (2013), “Spy Agency CSEC Needs MPs Oversight, Ex-Director Says”, CBC News (7 October 2013) <http://www.cbc.ca/news/politics/spy-agency-
csec-needs-mps-oversight-ex-director-says-1.1928983>:

“[Former CSEC Director John] Adams won’t reveal details about how CSEC spies operate in this country, but they are apparently
breaking through encryptions. “The reality is encryption is ubiquitous, it’s everywhere, so clearly if intelligence agencies are
going to seek information, they’re going to be able to breach encryption.” All of which helps to explain Adams’s warning for
average Canadians: if you think anything you read, write or send via the internet is private, think again.”

Peter Swire & Kenesa Ahmad (2012), “Encryption and Globalization”, 23 Columbia Sci & Tech L Rev <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1960602> at
465:

“Despite ‘losing’ the crypto wars, agency concerns were still addressed. The FBI received additional funding for its technical
interception capabilities, which has continued to grow over time.”

152 Ryan Singel (2007), “Encrypted E-mail Company Spills to Feds”, Wired (11 July 2007) <https://www.wired.com/2007/11/encrypted-e-mai/>.

153 Barry Meier and Robert F. Worth (2010), "Emirates to Cut Data Services of BlackBerry”, New York Times (1 August 2010) <http://www.nytimes.com/2010/08/02/
business/global/02berry.html>.

154 Andrew Hammond (2010), "UAE says BlackBerry dispute resolved before deadline”, Reuters (8 October 2010) <https://www.reuters.com/article/us-blackberry-
emirates/uae-says-blackberry-dispute-resolved-before-deadline-idUSTRE69705S320101008>; Marguerite Reardon (2010), "BlackBerry security: Blessing and a curse”,

CNet (9 August 2010) <https://www.cnet.com/news/blackberry-security-blessing-and-a-curse/>.

155 RIM offers a more secure enterprise service called BlackBerry Enterprise Server.
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consider what Swire and Ahmad have called the “least trusted country problem." This problem presumes that since companies will
treat all states equally, each state must be comfortable with other states adopting encryption policies as restrictive or permissive as
their own.?*6 Domestic policies that apply to companies operating in a globalized marketplace can dictate (directly and indirectly) the
level of protection provided to foreigners abroad, and foreign policies have the converse power to undermine protections available
domestically. Simultaneously, the transnational nature of the Internet operates as a countervailing force, making circumvention of
domestic anti-encryption policy easy for motivated actors—as long as alternative encryption tools remain available online, and at least
for states unwilling to engage in extraordinary forms of Internet censorship. A state willing to compel a global service provider to adopt
weakened encryption must accept that the digital interactions of its own citizens, its own companies, and its own officials and
diplomats might ultimately be subject to the same level of access should a foreign (and potentially adversarial) state follow suit.

The laws of mathematics are very commendable, but the
only law that applies in Australia is the law of Australia.
I’m not a cryptographer, but we are seeking...their
assistance.”

— Malcolm Turnbull, Prime Minister of Australial5?

In early 2010 the Federal Bureau of Investigations (FBI) led investigative agencies in the United State in publicly reopening
the encryption debate using the colloquial shorthand of "going dark.”1>8 The “going dark" narrative pointed to a perceived (and
perceived to be growing) gap between what kinds of data law enforcement agencies were lawfully able to access and their
practical technical ability to obtain it.1*® This perceived gap was attributed in part to the growing use of encryption, as well as to
new transmission mechanisms employed by modern web applications. Such mechanisms had become more ephemeral and
difficult to intercept and retain than before.1% The use of encryption by individuals and companies can pose investigative barriers
for state actors by reducing the amount and type of plaintext information that is easily available about a given target or network.
Government agencies’ fear that unfettered public access to strong encryption tools deprives governments of both the evidence
and intelligence necessary to protect public safety was perhaps best summarized by former FBI Director James Comey, who
wrote, “there is simply no doubt that bad people can communicate with impunity in a world of universal strong encryption.”161
Director Comey’s statement captures the general impetus behind many of the recent public calls for a shift in encryption policy,
which have only increased in the urgency of their rhetoric.

In 2014, technology companies began adopting more sophisticated encryption and security measures following Edward
Snowden’s public disclosures regarding the scope of state surveillance. This led to a shift in the “going dark” discourse. The

156 Peter Swire & Kenesa Ahmad (2012), “Encryption and Globalization”, 23 Columbia Sci & Tech L Rev <https://papers.ssrn.com/sol3/papers.cfm?abstract_id=1960602>
at 419, 443.

So for example, if India wishes to bypass Blackberry encryption used by individuals in nearby Pakistan, it must be comfortable with Pakistan obtaining the same level of
access. Indeed, after being one of the most persistent states demanding RIM accommodations, India ultimately decided to drop its demands for access to RIM’s
BlackBerry Enterprise Server (BES) services, settling for co-located RIM servers that facilitate direct access to customer-facing services.

See Digit News Desk (2012), "RIM sets up server for Indian govt. to intercept BBM data in real-time”, Digit (21 February 2012) <https://www.digit.in/mobile-phones/rim-
sets-up-server-for-indian-govt-to-intercept-bbm-data-in-real-time-8807.html>:

“[India gave] up trying to intercept the highly-encrypted BES data, now claiming that this communication is not of 