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**Executive Summary**

This report examines algorithmic technologies that are designed for use in criminal law enforcement systems. **Algorithmic policing** is an area of technological development that, in theory, is designed to enable law enforcement agencies to either automate surveillance or to draw inferences through the use of mass data processing in the hopes of predicting potential criminal activity. The latter type of technology and the policing methods built upon it are often referred to as **predictive policing**. Algorithmic policing methods often rely on the aggregation and analysis of massive volumes of data, such as personal information, communications data, biometric data, geolocation data, images, social media content, and policing data (such as statistics based on police arrests or criminal records).

In order to guide public dialogue and the development of law and policy in Canada, the report focuses on the human rights and constitutional law implications of the use of algorithmic policing technologies by law enforcement authorities. This report first outlines the methodology and scope of analysis in Part 1. In Part 2, the report provides critical social and historical contexts regarding the criminal justice system in Canada, including issues regarding systemic discrimination in the criminal justice system and bias in policing data sets. This social and historical context is important to understand how algorithmic policing technologies present heightened risks of harm to civil liberties and related concerns under human rights and constitutional law for certain individuals and communities. The use of police-generated data sets that are affected by systemic bias may create negative feedback loops where individuals from historically disadvantaged communities are labelled by an algorithm as a heightened risk because of historic bias towards those communities. Part 3 of the report then provides a few conceptual building blocks to situate the discussion surrounding algorithmic policing technology, and it outlines how algorithmic policing technology differs from traditional policing methods.

In Part 4, the report sets out and summarizes findings on how law enforcement agencies across Canada have started to use, procure, develop, or test a variety of algorithmic policing methods. The report compiles original research with existing research to provide a comprehensive overview of what is known about the algorithmic policing landscape in Canada to date. In the overview of the use of algorithmic policing technology in Canada, the report classifies algorithmic policing technologies into the following three categories:

- **Location-focused algorithmic policing technologies** are a subset of what has generally been known as ‘predictive policing’ technologies. This category of algorithmic policing technologies purports to identify where and when potential criminal activity might occur. The algorithms driving these systems examine correlations in historical police data in order to attempt to make predictions about a given set of geographical areas.

- **Person-focused algorithmic policing technologies** are also a subset of predictive policing technologies. Person-focused algorithmic policing technologies rely on data analysis in order to attempt to identify people who
are more likely to be involved in potential criminal activity or to assess an identified person for their purported risk of engaging in criminal activity in the future.

- **Algorithmic surveillance policing technologies**, as termed in this report, do not inherently include any predictive element and are thus distinguished from the two categories above (location-focused and person-focused algorithmic policing). Rather, algorithmic surveillance technologies provide police services with sophisticated, but general, surveillance and monitoring functions. These technologies automate the systematic collection and processing of data (such as data collected online or images taken from physical outdoor spaces). Some of these technologies (such as facial recognition technology that processes photos from mug-shot databases) may process data that is already stored in law enforcement police files in a new way. For ease of reference, this set of technologies will be referred to as simply **algorithmic surveillance technologies** throughout the rest of this report. The term should be understood to be confined to the context of policing (thus excluding other forms of algorithmic surveillance technologies that are more closely tied to other contexts, such as tax compliance or surveilling recipients of social welfare).

The primary research findings of this report show that technologies have been procured, developed, or used in Canada in all three categories. For example, at least two agencies, the Vancouver Police Department and the Saskatoon Police Service, have confirmed that they are using or are developing ‘predictive’ algorithmic technologies for the purposes of guiding police action and intervention. Other police services, such as in Calgary and Toronto, have acquired technologies that include algorithmic policing capabilities or that jurisdictions outside of Canada have leveraged to build predictive policing systems. The Calgary Police Service engages in algorithmic social network analysis, which is a form of technology that may also be deployed by law enforcement to engage in person-focused algorithmic policing. Numerous law enforcement agencies across the country also now rely on a range of other algorithmic surveillance technologies (e.g., automated licence plate readers, facial recognition, and social media surveillance algorithms), or they are developing or considering adopting such technologies. This report also uncovers information suggesting that the Ontario Provincial Police and Waterloo Regional Police Service may be unlawfully intercepting private communications in online private chat rooms through reliance on an algorithmic social media surveillance technology known as the ICAC Child On-line Protection System (ICACCOPS). Other police services throughout Canada may also be using or developing additional predictive policing or algorithmic surveillance technologies outside of public awareness. Many of the freedom of information (FOI) requests submitted for this report were met with responses from law enforcement authorities that claimed privilege as justification for non-disclosure; in other cases, law enforcement agencies did not provide any records in response to the submitted FOI request, or requested exorbitant fees in order to process the request.

Building on the findings about the current state of algorithmic policing in Canada, Part 5 of the report presents a human rights and constitutional law analysis of the potential use of algorithmic policing technologies. The legal analysis applies established legal principles to these technologies and
demonstrates that their use by law enforcement agencies has the potential to violate fundamental human rights and freedoms that are protected under the Canadian Charter of Rights and Freedoms ("the Charter") and international human rights law. Specifically, the authors analyze the potential impacts of algorithmic policing technologies on the following rights: the right to privacy; the right to freedoms of expression, peaceful assembly, and association; the right to equality and freedom from discrimination; the right to liberty and to be free from arbitrary detention; the right to due process; and the right to a remedy. The major findings of this analysis are presented as follows:

- **Implications for the Right to Privacy and the Right to Freedom of Expression, Peaceful Assembly, and Association:** The increasing use of algorithmic surveillance technologies in Canada threatens privacy and the fundamental freedoms of expression, peaceful assembly, and association that are protected under the Charter and international human rights law. The advanced capabilities and heightened data requirements of algorithmic policing technologies introduces new threats to privacy and these fundamental freedoms, such as in the repurposing of historic police data, constitutionally questionable data sharing arrangements, or in algorithmically surveilling public gatherings or online expression, raising significant risks of violations. The Canadian legal system currently lacks sufficiently clear and robust safeguards to ensure that use of algorithmic surveillance methods—if any—occurs within constitutional boundaries and is subject to necessary regulatory, judicial, and legislative oversight mechanisms. Given the potential damage that the unrestricted use of algorithmic surveillance by law enforcement may cause to fundamental freedoms and a free society, the use of such technology in the absence of oversight and compliance with limits defined by necessity and proportionality is unjustified.

- **Implications for the Right to Equality and Freedom from Discrimination:** Systemic racism in the Canadian criminal justice system must inform any analysis of algorithmic policing, particularly its impacts on marginalized communities. The seemingly ‘neutral’ application of algorithmic policing tools masks the reality that they can disproportionately impact marginalized communities in a protected category under equality law (i.e., communities based on characteristics such as race, ethnicity, sexual orientation, or disability). The social and historical context of systemic discrimination influences the reliability of data sets that are already held by law enforcement authorities (such as data about arrests and criminal records). Numerous inaccuracies, biases, and other sources of unreliability are present in most of the common sources of police data in Canada. As a result, drawing unbiased and reliable inferences based on historic police data is, in all likelihood, impossible. Extreme caution must be exercised before law enforcement authorities are permitted, if at all, to use algorithmic policing technologies that process mass police data sets. Otherwise, these technologies may exacerbate the already unconstitutional and devastating impact of systemic targeting of marginalized communities.
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- **Implications for the Right to Liberty and to Freedom from Arbitrary Detention:** It is incompatible with constitutional and human rights law to rely on algorithmic forecasting to justify interfering with an individual’s liberty. By definition, algorithmic policing methods tend to produce generalized inferences. Under human rights law and the Charter, loss of liberty (such as detention, arrest, denial of bail, and punishment through sentencing) cannot be justified based on generalized or stereotypical assumptions, such as suspicion based on beliefs about an ethnic group or on the location where an individual was found. Reliance on algorithmic policing technologies to justify interference with liberty may violate Charter rights where the purported grounds for interfering with liberty are based on algorithmic predictions drawn from statistical trends, as opposed to being particularized to a specific individual. Violations may include instances where an individual would not have been detained or arrested but for the presence of an algorithmic prediction based on statistical trends, all other circumstances remaining the same.

In addition to these major findings, the report documents problems that are likely to arise with respect to meaningful access to justice and the rights to due process and remedy, given that impactful accountability mechanisms for algorithmic policing technology are often lacking, and in light of the systemic challenges faced by individuals and communities seeking meaningful redress for rights violations that do not result in charges in Canadian courts. The absence of much needed transparency in the Canadian algorithmic policing landscape animates many of the core recommendations in this report. The authors hope that this report provides insight into the critical need for transparency and accountability regarding what types of technologies are currently in use or under development and how these technologies are being used in practice. With clarified information regarding what is currently in use and under development, policy- and lawmakers can enable the public and the government to chart an informed path going forward.

In response to conclusions drawn from the legal analysis, the report ends with a range of recommendations for governments and law enforcement authorities with a view to developing law and oversight that would establish necessary limitations on the use of algorithmic policing technologies. Part 6 provides a list of these recommendations, each of which is accompanied by contextual information to explain the purpose of the recommendation and offer potential guidance for implementation. The recommendations are divided into priority recommendations, which must be implemented now, with urgency, and ancillary recommendations, which may be inapplicable where certain algorithmic policing technologies are banned but must be implemented if any such technologies are to be developed or adopted. The following is a condensed summary of those recommendations:

A. Priority recommendations for governments and law enforcement authorities that must be acted upon urgently in order to mitigate the likelihood of human rights and Charter violations associated with the use of algorithmic policing technology in Canada:
1. **Governments must place moratoriums** on law enforcement agencies’ use of technology that relies on algorithmic processing of historic mass police data sets, pending completion of a comprehensive review through a judicial inquiry, and on use of algorithmic policing technology that does not meet prerequisite conditions of reliability, necessity, and proportionality.

2. **The federal government should convene a judicial inquiry** to conduct a comprehensive review regarding law enforcement agencies’ potential repurposing of historic police data sets for use in algorithmic policing technologies.

3. **Governments must make reliability, necessity, and proportionality prerequisite conditions** for the use of algorithmic policing technologies, and moratoriums should be placed on every algorithmic policing technology that does not meet these established prerequisites.

4. **Law enforcement agencies must be fully transparent** with the public and with privacy commissioners, immediately disclosing whether and what algorithmic policing technologies are currently being used, developed, or procured, to enable democratic dialogue and meaningful accountability and oversight.

5. **Provincial governments should enact directives regarding the use and procurement of algorithmic policing technologies**, including requirements that law enforcement authorities must conduct algorithmic impact assessments prior to the development or use of any algorithmic policing technology; publish annual public reports that disclose details about how algorithmic policing technologies are being used, including information about any associated data, such as sources of training data, potential data biases, and input and output data where applicable; and facilitate and publish independent peer reviews and scientific validation of any such technology prior to use.

6. **Law enforcement authorities must not have unchecked use of algorithmic policing technologies in public spaces:** police services should prohibit reliance on algorithmic predictions to justify interference with individual liberty, and must obtain prior judicial authorization before deploying algorithmic surveillance tools at public gatherings and in online environments.

7. **Governments and law enforcement authorities must engage external expertise**, including from historically marginalized communities that are disproportionately impacted by the criminal justice system, before and when considering, developing, or adopting algorithmic policing technologies, when developing related regulation
and oversight mechanisms, as part of completing algorithmic impact assessments, and in monitoring the effects of algorithmic policing technologies that have been put into use if any.

B. Ancillary recommendations for law enforcement authorities:

1. **Law enforcement authorities should enhance police database integrity and management practices**, including strengthening the ability of individuals to verify and correct the accuracy of personal information stored in police databases.

2. **Law enforcement authorities must exercise extreme caution to prevent unconstitutional data-sharing practices** with the private sector and other non-police government actors.

3. **Law enforcement authorities should undertake the following best practices** whenever an algorithmic policing technology has been or will be adopted or put into use, with respect to that technology:
   
   i. Implement ongoing tracking mechanisms to monitor the potential for bias in the use of any algorithmic policing technology;

   ii. Engage external expertise ongoingly, including consulting with communities and individuals who are systemically marginalized by the criminal justice system, about the potential or demonstrated impacts of the algorithmic policing technology on them;

   iii. Formally document written policies surrounding the use of algorithmic policing technology; and

   iv. Adopt audit mechanisms within police services to reinforce and identify best practices and areas for improvement over time.

C. Ancillary recommendations for law reform and related measures by federal, provincial, territorial, and municipal governments:

1. **The federal government should reform the judicial warrant provisions of the Criminal Code** to specifically address the use of algorithmic policing technology by law enforcement authorities.

2. **Federal and provincial legislatures should review and modernize privacy legislation** with particular attention to reevaluating current safeguards to account for the advanced capabilities of algorithmic policing technologies and to the retention and destruction of biometric data by law enforcement authorities.
3. The federal government should expand the Parliamentary reporting provisions under the Criminal Code that currently only apply to certain electronic surveillance methods to specifically address police powers in relation to the use of algorithmic policing technology by law enforcement authorities.

4. Governments must ensure that privacy and human rights commissioners are empowered and have sufficient resources to initiate and conduct investigations into law enforcements’ use of algorithmic policing technology.

D. Ancillary recommendations for government to enable access to justice in relation to the human rights impacts of algorithmic policing technology:

1. Governments should make funding available for research to develop the availability of independent expertise.

2. Governments must ensure adequate assistance is available for low-income and unrepresented defendants in order that they might to retain expert witnesses in criminal proceedings.

3. Governments and law enforcement agencies must make the source code of algorithmic policing technologies publicly available or, where appropriate, confidentially available to public bodies and independent experts for the purposes of algorithmic impact assessments, pre-procurement review, security testing, auditing, investigations, and judicial proceedings.
1. Overview and Background

1.1. Introduction

Algorithmic policing is an area of technological development that, in theory, is designed to enable law enforcement agencies to automate surveillance or to draw inferences through mass data processing in the hopes of predicting potential criminal activity. The latter type of technology and policing methods built upon it are often referred to as ‘predictive policing’ technology. Generally speaking, the purpose of algorithmic policing technology is to complement traditional police investigative methods and to enable law enforcement agencies to prioritize the deployment of resources in a manner that will more effectively prevent or detect crime.

The extent to which Canadian law enforcement agencies have begun to use algorithmic policing technologies is poorly understood. This report, first, sets out research findings about how law enforcement agencies in Canada have begun to use algorithmic policing technologies, and second, it examines the human rights and constitutional law implications of the use of algorithms in the Canadian criminal justice system. The use of algorithmic technologies by policing agencies is the focus of this report, but the human rights and constitutional law analysis is also applicable to algorithmic technology that may be used in other stages of the criminal justice system.

Due to the relatively limited public use of algorithmic policing technology in Canada, this report, “To Surveil and Predict: A Human Rights Analysis of Algorithmic Policing in Canada,” takes a forward-looking approach. In addition to analyzing algorithmic policing technologies that Canadian police services are known to be using, the authors address technologies that they consider to be on the horizon, based on findings regarding such activities known to date, statements made publicly or in research interviews by law enforcement representatives, and the implementation of algorithmic policing technologies in peer jurisdictions such as the United States and the United Kingdom.

This report contributes to public decision-making regarding the potential use of algorithmic policing technologies in Canada by considering the human rights and constitutional implications of adopting such technologies for criminal law enforcement purposes. Algorithmic policing raises issues that go beyond questions relating to whether the technology involved is useful, cost-effective, or reliable, even if such questions were not themselves difficult to answer with clarity. The vulnerability of populations who are disproportionately and significantly impacted by the criminal justice system warrants a careful approach to the adoption of new technologies (such as technologies that may influence the frequency or form of street detentions, arrests, and surveillance) that law enforcement agencies may use in ways that materially affect the lives of often already marginalized individuals. Further, state action taken in the investigation of crime must be constrained within constitutional parameters (even though law enforcement agencies often fall short of this obligation in practice).¹ As a result, it is critical that state actors and decision-makers at all levels of government and the criminal justice system critically

---

¹ The history of criminal law litigation in Canada is replete with examples of recognized violations of constitutionally protected rights of individuals by law enforcement agencies (see, e.g., R v Grant, 2009 SCC 32; R v Le, 2019 SCC 34; R v Evans, [1996] 1 SCR 8; R v Nasogaluak, 2010 SCC 6; R v Cole, 2012 SCC 53).
evaluate the potential of algorithmic policing technologies to violate rights under the Canadian Charter of Rights and Freedoms ("the Charter").\(^2\) in order to comply with constitutional obligations as well as their obligations under international human rights law. Algorithmic policing initiatives engage a panoply of civil liberties concerns relating to due process, equality, privacy, liberty, and other fundamental freedoms such as the freedom of expression.

The Canadian government has recognized the need for a rights-centred approach to considering whether or how to integrate algorithmic technologies into public sector services. Legislative and policy developments have emerged in Canada to address the intersection between artificial intelligence and human rights, though, as of writing, none have specifically addressed algorithmic policing.\(^3\) International institutions have also been engaging with the human rights implications of states’ use of artificial intelligence.\(^4\) At the same time, civil society and non-governmental organizations have called urgent attention to civil liberties issues relating to Fairness, Accountability, Transparency, and Ethics (referred to as FATE) that are engaged by a range of algorithmic technologies as well as the need to affirm clear limits on the uses of the technology that are necessary to uphold Charter and human rights.\(^5\) Governmental initiatives in peer jurisdictions have begun to investigate or regulate algorithmic technologies in their criminal justice systems given the human rights implications at stake.\(^6\)


Against this backdrop, Canadian policy-makers and governing entities have an opportunity to lead in the development of algorithmic policing technology laws, policies, and practices that respect domestically and internationally protected human rights. Based on the findings and analysis in this report, decision-makers in Canada have an obligation to approach algorithmic policing technology with caution, by thoroughly assessing the potential human rights impacts and constitutional implications of algorithmic policing technology before any adoption of such by law enforcement agencies in Canada. Such assessments could enable appropriate interventions to mitigate or prevent human rights violations and harms to individuals and communities that would otherwise be caused by the continued use or deployment of new, untested, or flawed technology.

To inform and guide public dialogue, the law, and policy-making, this report provides the public and state actors with an overview of the human rights and constitutional law implications of integrating algorithmic policing technologies into the criminal law enforcement system. The research findings and analysis in this report therefore answer two main questions:

1. Are Canadian law enforcement agencies currently using, developing, or considering adopting algorithmic policing technologies, and, if so, what are the details of such initiatives? The research conducted for this report found that multiple law enforcement agencies across Canada have started to use, procure, develop, or test a variety of algorithmic policing methods. These programs include using and developing ‘predictive policing’ technologies—one location-focused and one person-focused—and using algorithmic surveillance tools, such as facial recognition technology and social network analysis. Additionally, some law enforcement agencies have acquired tools with the capability of algorithmic policing technology, but they are not currently using that capability for lack of interest at time of writing or lack of resources to pursue such initiatives. The full research findings in answer to this question are set out in Part 4 (“Algorithmic Policing in Canada: The Current Landscape”) of this report.

2. What are the human rights and constitutional law implications of using algorithmic policing technologies, and does this use risk violating constitutional or human rights? The legal and policy analysis conducted for this report found that the use of algorithmic policing technologies by law enforcement can raise a myriad of potential constitutional and civil liberties violations under the Canadian Charter of Rights and Freedoms and under international human rights law. In particular, the analysis identified a number of issues related to the use of personal data and mass data, algorithmic and systemic bias, lack of transparency, and due process concerns, pointing to a fundamental incompatibility between certain uses of algorithmic policing

[facial-recognition-surveillance/ebhl0qcX6k14O1H78yrl/story.html]. These initiatives have not all been without criticism, however; see e.g., Rashida Richardson, ed, “Confronting Black Boxes: A Shadow Report of the New York City Automated Decision System Task Force”, AI Now Institute (December 2019) <https://ainowinstitute.org/ads-shadowreport-2019.pdf>.
technology and constitutional and human rights protections, particularly concerning rights relating to liberty, equality, and privacy. In Part 5 ("International Human Rights and Charter Rights Implications of Algorithmic Policing"), this report applies established legal principles in human rights and constitutional law to existing or potential uses of algorithmic policing technologies in the Canadian criminal justice system, based on the research findings in Part 4.

Parts 1-3 of this report provide background context to set the stage for the research findings and analysis in Parts 4 and 5. Section 1.2 outlines the methodology that the authors adopted in the course of researching and writing this report. Part 2 ("Social and Historical Context") provides social and historical context regarding the impact of systemic discrimination in the Canadian criminal justice system and an overview of the ways in which systemic bias can permeate police data. It is this systemic discrimination and systemic bias that informs many human rights issues that are linked to algorithmic policing. Part 3 ("What Is Algorithmic Policing?") provides an introduction to algorithmic policing, including an explanation of its key concepts and technological terms and an explanation of how algorithmic policing differs from conventional policing and surveillance methods.

1.2. Methodology

This report uses a mixed-methods approach to investigate the use of algorithmic policing technologies in Canada and the ways in which such technologies may raise human rights and Charter issues. The two core phases of research for this report—how algorithmic policing technologies are used by Canadian police services (Part 4) and a human rights and constitutional law assessment of existing or future algorithmic policing technology (Part 5)—often relied on discrete sets of methods. Broadly, these phases relied on desk research, legal and policy research, filing access-to-information and freedom-of-information (FOI) requests, informal consultations with subject matter experts, formal research interviews with a variety of expert stakeholders, and a multidisciplinary full-day symposium that included collaborative workshops. This report applies an interdisciplinary and critical intersectional lens, combining human rights, criminal law, constitutional law, technology law and policy, science and technology studies, and social sciences literature. Integrating these interdisciplinary and intersectional perspectives enables an assessment of the potential implications for vulnerable communities who may be particularly impacted by the use of algorithmic policing methods.

The remainder of this section describes the research and analysis methods in more detail.

1.2.1. Data Collection

Desk research drew on primary and secondary sources. Primary sources included government and police agency documents that were publicly available online, such as police service board reports, meeting minutes, procurement notices, presentation slide decks, and records from other parties’ past access-to-information and freedom-of-information requests. Secondary sources included media coverage of algorithmic policing technologies and related initiatives as well as numerous legal, policy, investigative, and research reports at the cross-section of algorithms, artificial intelligence,
criminal justice, and human rights. These reports were produced by governmental bodies, non-governmental organizations, professional associations (e.g., law societies or law foundations), research institutions, and advocacy groups in Canada and similar jurisdictions such as the United States, United Kingdom, and European Union.

Access-to-information and freedom-of-information requests ("FOI requests")⁷ were filed to various federal, provincial, and municipal bodies. All of the bodies were directly associated with law enforcement functions in the Canadian justice system.⁸ Response rates to these requests varied. In November 2018, the authors submitted FOI requests to the following government bodies:

<table>
<thead>
<tr>
<th>Municipal Police Services</th>
<th>Provincial Ministries</th>
<th>Federal Departments and Agencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Calgary Police Service</td>
<td>• Alberta Ministry of Justice and Solicitor General</td>
<td>• Ministry of Public Safety and Emergency Preparedness</td>
</tr>
<tr>
<td>• Edmonton Police Service</td>
<td>• British Columbia Ministry of Attorney General</td>
<td>• Department of Justice</td>
</tr>
<tr>
<td>• Ottawa Police Service</td>
<td>• British Columbia Ministry of Public Safety &amp; Solicitor General</td>
<td>• Canadian Security Intelligence Service</td>
</tr>
<tr>
<td>• Saskatoon Police Service</td>
<td>• Ontario Ministry of the Attorney General</td>
<td>• Royal Canadian Mounted Police</td>
</tr>
<tr>
<td>• Toronto Police Service</td>
<td>• Ontario Ministry of Community Safety and Correctional Service (renamed Ministry of the Solicitor General in 2019)</td>
<td>• Correctional Service Canada</td>
</tr>
<tr>
<td>• Vancouver Police Department</td>
<td>• Saskatchewan Ministry of Justice and Attorney General</td>
<td>• Parole Board of Canada</td>
</tr>
<tr>
<td>• Durham Regional Police Service</td>
<td>• Saskatchewan Ministry of Corrections and Policing</td>
<td>• Public Prosecution Service of Canada</td>
</tr>
<tr>
<td>• Hamilton Police Service</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• London Police Service</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Peel Regional Police</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

⁷ Federal requests for information by the public are governed by the Access to Information Act, RSC 1985 cA-1, while provincial and municipal requests are governed by some variant of a Freedom of Information and Protection of Privacy Act. For ease of reference, both forms of requests are referred to as FOI requests.

⁸ Other public sector agencies tasked with other governmental functions or the enforcement of other laws in Canada, which may make referrals to criminal law enforcement agencies, are beyond the scope of this report, as such agencies are engaged with a different set of public interests and legislative contexts than those engaged in the criminal justice system. This would include counter-intelligence and national security agencies, a host of regulatory agencies such as the Canada Revenue Agency and financial regulators, as well as other investigative agencies tasked with the investigation of non-criminal provincial offences.
Appendix A provides a copy of the template text used for all the initial FOI requests. Nearly every request resulted in ongoing negotiations with an assigned FOI officer or analyst. Such officers or analysts regularly sought to narrow the scope of requests, to clarify the kind of records the authors were seeking, or to seek—often exorbitant—fees for processing the request. Follow-up negotiations were pursued to address these responses where possible. Several requests received responses that asserted privilege in respect of the requested records. Obtaining records also necessitated numerous follow-up emails and phone calls, and significant time extensions were needed to fulfill the requests. In some cases, miscommunication led to the premature closing of the files, while in others, the authors would have been required to apply for fee waivers or appeal unsatisfactory responses to the relevant regulator. The authors obtained records across multiple jurisdictions and levels of government following such negotiations and payment of some of the smaller fees. Responses to these requests have been incorporated throughout the report where relevant.9

The authors conducted eight formal research interviews (including one joint interview) for this project, in the format of semi-structured interviews, with a total of nine individuals: five legal practitioners, human rights advocates, community service providers, and/or racial justice advocates and four law enforcement representatives across Canada. All research interviews were conducted under a research protocol approved by the University of Toronto Research Ethics Board. The responses and findings from these interviews have been integrated throughout the report with the person interviewed identified or pseudonymized according to their consent and in accordance with the adopted research ethics protocol.

Data collection through research interviews was limited to interviewing professionals and recognized experts under the project’s research ethics protocol, as the authors were not in a position to responsibly engage in a full, front-line community consultative process with vulnerable individuals. However, the lawyers, human rights and racial justice advocates, and community members who were interviewed represent, work with, and are from and are embedded within their respective communities on a day-to-day basis. Additionally, they are familiar with and possess expertise regarding how the criminal justice system impacts and interacts with the circumstances and experiences of racialized and Indigenous individuals and groups in Canada.

A multidisciplinary symposium, “Automated Decision-Making in the Criminal Justice System”, was co-hosted by the Law Commission of Ontario, the IHRP, the Citizen Lab, and the Criminal Lawyers’ Association on March 22, 2019. The symposium followed the Chatham House Rule.10 This symposium was a closed event that fostered candid, cross-disciplinary discussions among over 60 attendees about the challenges that arise with the use of automated decision-making tools at different stages of the criminal justice system, including policing, pretrial detention, sentencing, risk assessment, and corrections. Participants were informed of, and consented to, the discussions and workshops

9 Several of the FOI requests sent for this report in November 2018 remain outstanding as of time of writing.
10 Background materials from the symposium are available at <https://www.lco-cdo.org/wp-content/uploads/2019/03/Background-Info-Package-1.pdf>. The Chatham House Rule reads that “participants are free to use the information received, but neither the identity nor the affiliation of the speaker(s), nor that of any other participant, may be revealed.” See Chatham House: The Royal Institute of International Affairs, “Chatham House Rule,” Accessed 10 August 2018, <https://www.chathamhouse.org/chatham-house-rule>.
informing research and publications such as this report. Insights from the symposium have informed some of the analyses in this report.

1.2.2. Legal Analysis of Collected Data

The human rights and legal analysis in this report draws on international human rights law and Canadian human rights, criminal, and constitutional law. This report predominantly focuses on jurisprudence under the *Canadian Charter of Rights and Freedoms*. While Canadian constitutional law provides a robust framework of rights for individuals that regulate the use of police investigative powers, emerging technologies and their novel uses often pose legal issues that have not previously been the subject of constitutional litigation. As a result, this report also analyzes Canada’s relevant international human rights law obligations on the basis that they inform the interpretation of Charter rights while also providing a parallel legal regime that imposes human rights obligations on the Canadian government. Such obligations are complementary to Canadian human rights law.
2. Social and Historical Context

This report is written in the broader context of issues that relate to systemic bias and discrimination in society and in the criminal justice system. Algorithmic policing technology must be situated in this context to adequately consider the technology's potential impacts and risks, particularly with respect to human and constitutional rights. Section 2.1 provides context related to governmental and judicial findings that call attention to systemic bias and racism in the criminal justice system in Canada and considers the impact of systemic discrimination on individuals and communities. Section 2.2 provides an overview of the ways in which systemic bias can permeate police data. For individuals and communities that are impacted by the criminal justice system in Canada, the adverse effects can be significant and long-lasting. If systemic biases permeate data sets that are produced in Canada's criminal justice system, these biases may become embedded in and perpetuated by algorithmic policing technology to the further detriment of individuals and communities that have been the subject of historic discrimination.

2.1. Criminal Justice and Systemic Discrimination in Canada

The existence of systemic bias and racism in the criminal justice system is well recognized in Canada and has had the effect of disproportionately affecting Black, Indigenous, low-income, LGBTQ, racialized, and other marginalized communities. Justice system actors, researchers, investigative journalists, government bodies, and human rights bodies have documented and called attention to over-policing and excessive incarceration of Black and Indigenous individuals in the Canadian criminal justice system.\(^{11}\)

Over-policing includes disproportionate scrutiny by law enforcement of racialized and Indigenous individuals in circumstances where the individuals are found to be doing no wrong and being subjected to harsher treatment by law enforcement authorities. For example, research indicates that racialized persons may be more likely to be arrested for minor offences than non-racialized individuals, resulting in overly harsh treatment for offences that are not public safety concerns.\(^{12}\) Other data shows that despite similar cannabis use across different racial groups, Black and Indigenous individuals are overrepresented in cannabis possession arrests in Canada and are more likely to be held in custody and brought to bail court as opposed to being released from the police station.\(^{13}\) Such over-policing has disturbing implications and consequences, including the disproportionate stopping, questioning, and searching of racialized individuals. While such activities may find a few individuals with illegal substances or other contraband—as would be the case if non-racialized individuals were disproportionately stopped and

The Supreme Court of Canada recognized the overrepresentation of Indigenous persons in all aspects of criminal justice processing as “a crisis in the Canadian criminal justice system ... [that] reveals a sad and pressing social problem.” Justice system participants and lawmakers continue to struggle with, and ostensibly work towards, redressing the effects of this historic and continuing legacy. As of January 2020, Indigenous individuals represented just 5% of the Canadian population while now, for the first time in history, they surpass 30% of the total population in federal custody. As cited by the Supreme Court of Canada, Professor Michael Jackson has written that, “placed in an historical context, the prison has become for many young native people the contemporary equivalent of what the Indian residential school represented for their parents.” The final report of the Truth and Reconciliation Commission of Canada called on all levels of government to address the grossly disproportionate imprisonment of Indigenous people, which continues to grow.

Researchers and judicial inquiries also call attention to the over-policing and racial profiling of racialized individuals, particularly members of Black and Indigenous communities. In a 2018 report of the Independent Street Checks Review, Justice Michael H. Tulloch found that data from police services across Ontario indicated disproportionate rates of police stops and detentions involving Indigenous, Black, and other racialized communities, as well as youth and people from underprivileged socio-economic groups. When stopping and detaining individuals on the street, police have had a controversial and long condemned practice of regularly asking individuals for identification information, which is then recorded in police databases along with other information gleaned from the encounter, about

the individual’s location, activity, and social associations. Findings of disproportionate policing of racialized communities and racial profiling have surfaced across Canada, including in Montreal, Halifax, Edmonton, Calgary, and Vancouver. The Toronto Star reported that from 2008 to mid-2011, “the number of young black and brown males aged 15 to 24 documented in each of the city’s 72 patrol zones is greater than the actual number of young men of colour living in those areas.” Police-civilian encounters on the street are only one example of police techniques that disproportionately impact racialized and marginalized communities. Reports have likewise highlighted other forms of state surveillance targeted at racialized, marginalized, and political communities.

For individuals and communities that are impacted by the criminal justice system in Canada, the adverse effects of being subjected to heightened police scrutiny, criminal litigation, and incarceration

21 Identity information is also generally used to conduct CPIC searches relating to the individual in the police encounter. A CPIC search is considered a search under section 8 of the Canadian Charter of Rights and Freedoms, s 7, Part I of the Constitution Act, 1982, being Schedule 8 to the Canada Act 1982 (UK), 1982, c 11, s 8; R v Walters, 2018 ONSC 4194, at para 125. Members of racialized, low-income, or otherwise over-policed communities who are disproportionately targeted by this practice are thus susceptible to being captured in police databases without having engaged in any wrongdoing, and their personal information is thereafter available to law enforcement agencies and other federal departments in Canada, or even in some cases law enforcement agencies in the United States. Graeme Norton, Presumption of Guilt? The Disclosure of Non-Conviction Records in Police Background Checks, Canadian Civil Liberties Association (May 2012) <https://ccla.org/cclanewsite/wp-content/uploads/2015/02/Presumption-of-Guilt.pdf> at 7.


can be significant and long-lasting. The effects include heightened recidivism rates\textsuperscript{29} and negative effects on health, poverty, and human dignity,\textsuperscript{30} and renewed cycles of poverty and oppression that leave individuals vulnerable and in circumstances that can give rise to further police scrutiny. Even a non-custodial conviction and imposition of a criminal record can have lifelong consequences, including stigmatization, significant adverse effects on employment prospects or career, immigration consequences, and restricted travel. Reliance on algorithmic predictions that use these inflated recidivism rates will likely exacerbate existing biases.

Adverse effects are also demonstrable when considering the impact of police stops and detentions on individuals (and their communities and families) who are the target of ongoing scrutiny.\textsuperscript{31} The Supreme Court of Canada recently described that the disproportionate policing of racial minorities through carding “takes a toll on a person’s physical and mental health” and “impacts their ability to pursue employment and education opportunities.”\textsuperscript{32} The Court held that the “practice contributes to the continuing social exclusion of racial minorities, encourages a loss of trust in the fairness of our criminal justice system, and perpetuates criminalization.”\textsuperscript{33} The lasting social and psychological impacts on individuals who have been involved with or subjected to the criminal justice system as suspects or defendants reinforce the importance of ensuring that algorithmic policing methods do not put individuals at risk of potential false positives (i.e., a mistake that misidentifies an individual or overrepresents an individual’s perceived risk to the public) or of implicit discrimination that could result in biased arrests, detentions, or incarceration.

2.2. Bias and Inaccuracies in Police Data

Algorithmic policing technologies\textsuperscript{34} routinely depend on processing massive quantities of data from a wide-ranging set of sources. This data is used to train algorithms or as input data to generate forecasts about people or locations, forecasts which law enforcement authorities then act upon. Data sources might include criminal survey statistics, social media posts, geolocation data, crisis centre call logs, and more. These data sources can be biased or inaccurate themselves, leading to flawed algorithmic predictions.


\textsuperscript{32} R v Le, 2019 SCC 34 at para 95.


\textsuperscript{34} Algorithmic policing technologies will be defined and introduced in greater detail in Part 3 (“What is ‘Algorithmic Policing?’”).
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hospital injury data, or criminal activity data collected by non-police security personnel such as transit, campus, or mall cops, or private security.\textsuperscript{35}

For the purposes of this report, police data refers to statistical and biographical data that is collected and recorded by police services (e.g., police stop data and reported crimes) and to data that may form part of a person’s criminal record (e.g., arrests, convictions).\textsuperscript{36} Many sources of police data may not be objective or accurate measures of criminal activity, but the data is recorded in municipal, provincial, and federal police databases, which, in turn, influence future interactions between the affected individual and police or the criminal justice system. Wherever this report refers to algorithmic processing of data from police databases, such data sets are referred to as historic mass police data or historic police data sets. These terms are used to emphasize the “big data” nature of algorithmic policing and focus on circumstances where large volumes of pre-existing police data is used to train police algorithms or is otherwise mass processed by such algorithms. Historic mass police data is to be distinguished from piecemeal data processed on an individual basis, for instance, using a police officer’s written notes in the case of a specific individual (as opposed to digitizing all of every officer’s written notes and feeding that data set to an algorithm).

This section briefly surveys some key problems with different types of police data that may be used to train or that may inject bias and distortions into other data sets that are used to train policing algorithms or to derive an automated criminal justice decision about an individual.

Police stop data: The use of data gleaned from police stops poses a particular problem in light of the long-standing and widespread reports of discriminatory practices and patterns throughout Canada. A 2019 report on street checks in Halifax found that police were six times more likely to target Black individuals than white individuals.\textsuperscript{37} In Ontario, police stops and traffic stops have long been reported to disproportionately affect Black, Indigenous, and other racialized individuals.\textsuperscript{38} Although the controversial practice of “carding” came under some limited regulation in Ontario in 2017,\textsuperscript{39} carding data that was gathered prior to 2017 is still accessible by police services in Ontario, and access is only partially restricted with respect to some carding data collected since 2017.\textsuperscript{40} Many police

\textsuperscript{35} With thanks to Teresa Scassa for pointing these out. Specific types of algorithmic policing technologies and data sources are discussed in greater detail in Part 4 (“Algorithmic Policing in Canada: The Current Landscape”).

\textsuperscript{36} For ease of reference throughout the report, the term “police data” will be used as a general term to describe these broad classes of data that are accessible to police and stored in police databases. Some aspects of the data, such as criminal convictions, are influenced by what happens in the later stages of criminal justice processes in criminal courts, but the data is nevertheless influenced substantially by law enforcement activity (as law enforcement, for example, chooses which cases to bring to court through its charging decisions), and is maintained in databases by law enforcement agencies.


\textsuperscript{39} In the report of the Independent Street Checks Review, Justice Tulloch defines “street check” as any incident where “information is obtained by a police officer concerning an individual, outside of a police station, that is not part of an investigation.” “Carding” refers to a subset of street checks “in which a police officer randomly asks an individual to provide identifying information when the individual is not suspected of any crime, nor is there any reason to believe that the individual has information about any crime.” Ibid at 2.

\textsuperscript{40} Ibid at 143; Collection of Identifying Information in Certain Circumstances - Prohibition and Duties, O. Reg. 58/16, s 2 and 9.
services have also not complied with transparency reporting requirements about police stop practices that are required by the regulation. Data from police services across the country have revealed similar patterns in which Black and Indigenous individuals are overrepresented in police data. The result is that police have access to vastly disproportionate amounts of information about racialized and Indigenous individuals and about certain neighbourhoods, which may then be used in policing algorithms.

**Gang databases:** Membership in a gang or association with gang members is often considered a risk factor by law enforcement agencies, and information stored in “gang databases” may be used to inform algorithmic policing technology. The use of information about gang association gives rise to serious concerns about accuracy, as law enforcement agencies’ determinations of gang involvement can often be problematic. For example, in Surrey, British Columbia, a program that partners police and school staff to identify students at risk of gang activity examined factors such as whether the student’s peer group is “uni- or multi-ethnic,” whether they had “violent tendencies,” and whether they were “hanging out with the wrong crowd.” According to a researcher at a Toronto-based community service organization that is focused on crime reduction, young people are routinely entered into police databases as being in a gang based on unverified information or incorrect assumptions from school staff, local service providers, or police officers.


43 For example, the Los Angeles Police Department considered gang membership in its person-focused predictive policing strategy known as the Chronic Offender Bulletin. See Issie Lapowsky, “How the LAPD Uses Data to Predict Crime”, Wired (22 May 2018) <https://www.wired.com/story/los-angeles-police-department-predictive-policing/>.


45 Nathan Munn, “This B.C. city is tackling gang violence by profiling high school students”, Vice (7 January 2019) <https://www.vice.com/en_ca/article/59yv8x/this-bc-city-is-tackling-gang-violence-by-profiling-high-school-students>; Similarly, in the United States, researchers who claimed to develop an algorithm that identified gang members based on their Twitter posts—in particular, based on their use of “tough talk”, certain words and emojis, and links to rap music videos—were criticized for the potentially discriminatory assumptions underlying the tool: Jordan Pearson, “Researchers Claim AI Can Identify Gang Members on Twitter”, Vice (1 November 2016), <https://www.vice.com/en_us/article/mg7kgx/researchers-claim-ai-can-identify-gang-members-on-twitter>.

46 “As someone who evaluates gang programs, a lot of kids are labelled as involved or in a gang, whether it’s by a school, local service provider, police officer, etc. That information just doesn’t stay on the police’s mental psyche, it gets fed into some other information database that this kid is in a gang. [...] Inside Corrections they have informants—some of that information, probably good. But when you get something from a school principal, and even when kids don’t refer to themselves as a gang, they’re labelled as a gang because they stole some kids’ lunch money. There is more of an external imposition of labels. Then that is fed into other agencies with little validity, as opposed to what’s actually confirmed.” Interview of a researcher at a Toronto-based community service provider involved in criminal justice issues, by Yolanda Song & Cynthia Khoo (8 May 2019).
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gang member criteria used by Canadian police services. He has also noted that flagging “gang association” can cause law-abiding friends and family members to be classified as “gang-involved.”47

Kids may be not in a gang but gang-affiliated, because they’re homeless or hanging around with them due to a dynamic lifestyle of need. A police officer would go, “Yup, that kid’s been in a gang” because they’re associated [...] But it could just be a homeless kid with addiction issues.
- Researcher at Toronto-based community service provider48

Reports by members of the public: Some police services may rely on crime reports initiated by members of the public to address the concerns associated with data generated by the police.49 The reliability of reports by the public as a source of data is questionable, as demonstrated in a Statistics Canada report indicating that “[m]ost incidents of victimization, both violent and non-violent, never came to the attention of the police in 2014. Just under one-third (31%) were reported to the police, either by the victim directly (21%) or in some other way (10%).”50 Even property crimes such as break-and-enters and motor vehicle thefts are only reported to the police about half the time.51 These large gaps in reports of crime generated by the public may significantly undermine the accuracy of any crime forecasts that depend on this data source.

Under-reported crimes: Certain racialized communities are less likely to report crime due to pre-existing tensions, language or cultural barriers, fear of being deported, fear of law enforcement, prior bad experiences with the police, or mistrust of policing institutions due to discriminatory practices and history.52 Transgender individuals and communities may also not report crimes “as a result of their own

48 Interview of a researcher at a Toronto-based community service provider involved in criminal justice issues, by Yolanda Song & Cynthia Khoo (8 May 2019).
49 See, for example, the Vancouver Police Department using only public-generated reports of property crime in its predictive policing algorithm, discussed in Section 4.1 (“Location-Focused Algorithmic Policing”).
51 Ibid at 25. See also Teresa Scassa’s critique of the reliability of public call data: “A person who reports a theft from their vehicle may realize some days later that the item they supposed to have been stolen was merely lost. Simply because something is reported to police does not mean that a crime occurred. If the maps simply reflect call data and are not updated as more information about the incidents becomes available, this decreases the reliability of the information.” Teresa Scassa, “Police Service Crime Mapping as Civic Technology: A Critical Assessment” (2016) 5:3 International Journal of E-Planning Research 13 at 19.
or their community’s experiences of victimization or discrimination at the hands of law enforcement.”

Violence against women and sexual assault are also vastly underreported crimes, due to fear of stigma, re-victimization by law enforcement, and distrust that the victim’s case will be respected or treated seriously. Policing algorithms that purport to predict victimization may thus only reflect the circumstances of demographic groups that are more likely to report crime to police.

**Underdocumented crimes:** Compounding under-reported crime is crime that is reported, but ignored, whether as a result of error, mishandling, or discriminatory assumptions and stereotypes. For instance, sexual assault is one of the most under-reported crimes in Canada, due to punitive societal and institutional barriers that discourage victims and survivors from coming forward. Despite this, a 2017 investigative report found that Canadian police have dismissed approximately 20% of reports of sexual assault as “baseless and thus unfounded.” Underdocumented crime may increase the disparity between sexual assault convictions and the actual prevalence of sexual assault in Canada—an issue that systemically harms women and girls and violates their human rights. Using such data to train a policing algorithm may implicitly entrench into the model biases and assumptions that give rise to both under-reporting and overdismalss of sexual assault crime.

---

54 See e.g., “[Underreporting] may be a factor for certain types of crime (such as, for example, sexual assault or domestic violence) (Johnson, 2012) or for certain types of victims who may seek to minimize their contact with police (e.g. street involved persons). Underreporting may also be an issue in communities where there is a distrust of police or where there is a fear of retribution for reporting crimes to police.” Teresa Scassa, “Police Service Crime Mapping as Civic Technology: A Critical Assessment” (2016) 5:3 International Journal of E-Planning Research 13 at 21.  
55 “Policing is not the passive collection of information, nor the identification of every violation of the law. Every action—or refusal to act—on the part of a police officer, and every similar decision made by a police department, is also a decision about how and whether to generate data. … police decision-making shapes the very reality we perceive about crime and law breaking. We know about the crimes the police pay attention to. With others, we often don’t.” In Elizabeth E Joh, “Feeding the Machine: Policing, Crime Data, & Algorithms” (2017) 26:2 William & Mary Bill of Rights Journal 287 at 289-90 (footnotes omitted).  
57 See generally Alana Prochuk, “We Are Here: Women’s Experiences of the Barriers to Reporting Sexual Assault” (November 2018) West Coast LEAF. According to one survey, in 2014, 83% of sexual assaults in Canada were not reported to police, while only 5% were: Department of Justice, “Just Facts: Sexual Assault” (May 2017) at 1.  
Arrests: While arrest data is frequently used in algorithmic policing technologies, arrests are not factually or legally accurate representations of criminal activity. Individuals who are arrested may be released, have charges against them withdrawn, or be eventually acquitted. Furthermore, while relatively few Canadian studies of this issue exist, particularly since authorities are not required to collect or disclose data about race, some data and reporting has shown that racialized and Indigenous individuals are disproportionately more likely to be arrested for cannabis possession offences (despite similar rates of cannabis use amongst the general population) or subjected to overly harsh treatment for minor offences relative to white individuals. In addition, arrests for administration of justice offences, which made up more than one in five of all adult criminal cases completed in 2015-2016, may have a particular impact on marginalized groups. Administration of justice offences include failure to appear in court, breach of a probation order, being unlawfully at large, and failure to comply with an order. Some of these arrests result from the imposition of unjustified or inappropriate conditions that place unreasonable restrictions on vulnerable individuals. For example, individuals struggling with addiction may be more likely to be arrested for breaching bail conditions that require them to abstain from drugs or alcohol, while precariously housed individuals may face arrest for breaching bail conditions that require them to obey a curfew or remain at a fixed address.

Convictions and Guilty Pleas: Unlike arrests, convictions are legally considered to be proof that a person has committed a crime. However, conviction data is also unreliable for a number of reasons. As noted above, conviction data will also be permeated by the effects of systemic bias and over-policing, as convictions can arise only out of the cases that are brought to court by law enforcement. Further, individuals may be wrongfully convicted. Certain groups, such as women and Indigenous individuals, are particularly vulnerable to wrongful convictions. A subset of convictions come from cases where individuals have pleaded guilty and waived their right to a trial. The vast majority of criminal cases do not go to trial and are instead dealt with through resolutions, including guilty plea resolutions. Consequently, statistics about criminal conviction rates in Canada are largely made up of guilty plea convictions even though “factually innocent persons in Canada have sometimes, for a variety of reasons, ...


64 Ibid at 221.

65 Although there are no Canadian national statistics on guilty pleas, researchers have estimated that approximately 90% of criminal cases are resolved by guilty pleas. See Angela Bressan & Kyle Coady, “Guilty pleas among Indigenous people in Canada” (2017) at 6 <http://publications.gc.ca/site/eng/9.851369/publication.html>.
pleaded guilty to crimes they did not commit.”66 Innocent individuals who have been denied bail or who believe that they are unlikely to be granted bail may be incentivized to plead guilty in order to obtain an earlier release from custody.67 In 2017, Department of Justice researchers found that Indigenous individuals “sometimes plead guilty even if they are innocent…. have a valid defence, or have grounds to raise Charter issues.”68 Research has also suggested that other marginalized groups, including youth, individuals with cognitive difficulties, individuals experiencing mental health or addictions issues, individuals in poverty, and racialized individuals may also be particularly at risk of entering false guilty pleas.69 Lack of legal aid funding has contributed to false guilty pleas from those with socio-economic disadvantage.70 The problem of false guilty pleas is further informed by disproportionate denials of bail and by the fact that the Canadian justice system does not accommodate Indigenous cultural conceptions of justice, which differ in critical ways from how criminal justice is understood and approached in Canadian law.71

The above is not an exhaustive list of all the forms of data that may determine how a policing algorithm works, nor are all of the types of police data reviewed necessarily used as training data or input data for policing algorithms in Canada.72 However, the fact that all of the most common sources of police data are affected by problems that may distort the reliability of those sources should give rise to significant questions and apprehension about using big data-driven policing techniques such as algorithmic policing. Specific issues with data inaccuracies and data bias are discussed throughout the legal analysis provided in Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”) of this report.

In summary, the discussion of social and historical context just presented in this part of the report—Part 2 (“Social and Historical Context”)—highlights that when considering the adoption of new methods of policing, such as algorithmic policing technology, it is essential to ensure that these new methods

67 Ibid at 179-180.
69 Ibid at 6.
72 The problems associated with the use of police-generated data are not unique to criminal justice policy and have led to the call for the need for democratic accountability in relation to data governance and policy in Canada. The context of systemic bias and historical oppression in government data collection practices has been recognized, for example, by the BC First Nations Data Governance Initiative (BC FNDGI). The BC FNDGI and Indigenous scholars and advocates have called for Indigenous sovereignty and participation regarding data collection practices. Respecting such calls is of particular importance in light of how non-Indigenous data collection and sharing practices in Canada have “reinforced systemic oppression, barriers and unequal power relations”: Open North & British Columbia First Nations Data Governance Initiative, “Decolonizing Data: Indigenous Data Sovereignty Primer” (April 2017) at 3; Marcia Nickerson, “First Nations’ Data Governance: Measuring the Nation-to-Nation Relationship” (May 2017). Both papers are available at <https://www.bcfndgi.com>.
do not aggravate or contribute to the historic disadvantage experienced by communities targeted by systemic bias. Preventing the perpetuation of systemic bias and discrimination includes asking questions such as whose personal information is being collected or used by the technology, and which individuals or communities will be most affected, and why? The use of police-generated data sets that are affected by bias may create negative feedback loops where individuals from historically disadvantaged communities are labelled by an algorithm as a heightened risk because of historic bias towards those communities. If law enforcement agencies seek to justify heightened surveillance or interferences with liberty and privacy based on algorithmic predictions derived from implicitly biased data, it puts historically disadvantaged and targeted groups at risk of ongoing discrimination through “math-washing.” Math-washing describes how inflated or false trust in seemingly neutral mathematical processes that underlie a decision-making process or method tends to obscure biases embedded in such decision-making. The human rights and Charter implications of these risks of bias are discussed in full in Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”).

Before turning to a more fulsome explanation of what algorithmic policing technologies are and how they work, the following spotlighted discussion, In Focus #1: Community Perspectives on Algorithmic Policing, provides a summary of the authors’ findings with respect to the views of communities that are likely to be most impacted by the adoption of such technologies.

---

73 Data bias can occur in more than one way. For example, generally speaking, crime is more likely to be detected within communities that are the focus of police attention. Further, criminologists have called attention to problematic effects of disproportionate police attention and the criminal justice system that can, itself, breed environmental factors that lead to further police targeting and criminalization. Finally, socio-economic disparities and cycles of poverty render individuals vulnerable to heightened scrutiny and over-policing, while they are less able to access outcomes in criminal courts that focus on rehabilitation as opposed to punishment due to shortages in legal aid funding.

Community Perspectives on Algorithmic Policing

Community representatives from groups disproportionately impacted by over-criminalization, such as Black and Indigenous communities, were interviewed for this report. These representatives included: Jonathan Rudin, the Program Director at Aboriginal Legal Services, author of *Indigenous People and the Criminal Justice System: A Practitioner’s Handbook*, and a lawyer, speaking on behalf of himself in a personal capacity; Desmond Cole, a Canadian journalist, racial justice activist, and author of *The Skin We’re In: A Year of Black Resistance and Power*; the Black Legal Action Centre (BLAC); and a researcher at a Toronto-based community service provider involved in criminal justice issues.

The research interviews covered a range of community perspectives on algorithmic policing and how such technologies could impact the respective communities of those interviewed. These individuals raised several concerns that closely overlap with the human rights issues associated with algorithmic policing as examined in this report, including algorithmic bias, the problems with police data, feedback loops entrenching systemic discrimination, data privacy, the chilling effect on racial justice and Indigenous rights activism, and exacerbating community distrust of law enforcement. Their comments on these points are incorporated throughout Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”) of this report.

Above all, community representatives expressed the overriding concern that algorithmic policing tools would perpetuate systemic discrimination against marginalized communities while simultaneously masking the underlying systemic issues and root problems in the criminal justice system that cannot be fixed through technology. According to Desmond Cole, “Offering a more fantastic method of police profiling is not a solution; it is actually a strategy to continue profiling Black people, Indigenous people, and other racialized groups. I would include in that the historical targeting of queer and trans people, people living with mental health issues, and people living with disabilities.” Responding to the notion that algorithms may decrease bias, the Black Legal Action Centre (BLAC) stated, “The solution isn’t ‘go to an algorithm,’ the solution is to have your officers and have your employees not be racist. Before we go down this road, some of that money or all of it could be invested in things that reports and studies have said forever are important—the social determinants of health—a properly funded education system, public health, those kinds of things. Affordable housing. Community centres, grocery stores. Engaging the community in common sense ways as opposed to going to a computer to tell you there’s a problem and have a private company benefit off of that.”

Community representatives also viewed the use of algorithmic policing tools as inseparable from Canada’s history of colonialism and systemic discrimination against Indigenous, racialized, and other marginalized groups. Interview responses often turned towards the role of this history and its continuing

---

75 See Section 1.2 (“Methodology”) for details regarding the research protocol followed for these interviews.
76 Interview of Desmond Cole by Cynthia Khoo & Yolanda Song (31 May 2019).
77 Interview of Black Legal Action Centre by Cynthia Khoo (12 July 2019).
impacts today, including the historical function of law enforcement and associated implications for algorithmic policing. For example, Rudin shared the following personal view, speaking on behalf of himself only: “Historically, when Indigenous people assert rights, they’re seen to be breaking the law. Police are used historically—and by historically I’m going back to the Riel rebellion, but also Oka and Burnt Church and Ipperwash and what’s going on in BC now—when Indigenous people assert rights, that isn’t a legal question for courts. It’s a policing question, and police work on the assumption that Indigenous people have no rights and arrest on various charges. Indigenous people are vulnerable to that surveillance and data collection when, in fact, they’re engaged in legitimate activity.”

In his interview, Cole stated, “The legacy of our origins on this territory, for me, mean that we understand being Black in Canada through a continuous story that is four centuries old of being racialized, being othered, being treated as a commodity […] Everything that flows from that, every algorithm, every pattern recognition technology, simply flows out of the idea that there are limits to our freedoms as Black and Indigenous and other racialized peoples, and these algorithms are actually helping to enforce the limits.”

Community representatives involved in racial justice advocacy further shared the view that algorithmic policing tools are merely continuations of pre-existing policing tools that have been used to justify state violence. New policing technologies are seen as, in the words of BLAC, “allow[ing] for a scientific way to justify things that are already happening […] Police being in schools, or police being on that corner. Data justifying more exclusion, more surveillance, more police interaction. And we know for Black folks, the more they interact with police, the more likely they are to die.”

According to Cole, “Being able to create a social network that tells you that a 13-year-old is part of a gang will justify when you roll up on him and beat the crap out of him. I draw a straight line because it is only through the technology that the police are attempting to justify the violence that they have been committing. Thirty years ago when you just had paper notes, your paper notes would have told you to go after the young man anyhow. I don’t actually separate these technologies from police engaging in direct forms of violence against Black communities.”

Those interviewed expressed doubt that algorithmic policing could benefit marginalized communities, with Rudin citing missing and murdered Indigenous women and girls as an example: “If I think about missing and murdered Indigenous women, I don’t know what predictive policing does. They’re seen as either not worthy of looking at, or they’re just missing—so what is technology going to do?” Similarly, a researcher at a Toronto-based community service provider involved in criminal justice issues stated,

---

78 Interview of Jonathan Rudin by Cynthia Khoo & Yolanda Song (8 May 2019). Rudin also noted, with respect to police discretion: “In Toronto, Indigenous protest is generally well-tolerated. You let the police know in advance, we’re going to shut down an intersection, and people don’t react immediately by arrest, generally. But they could. You could see it as legitimate protest or as breaking the law. And the determination of that is not an analytic discussion; it’s a policing perspective discussion”.

79 Interview of Desmond Cole by Cynthia Khoo & Yolanda Song (31 May 2019).

80 Interview of Black Legal Action Centre by Cynthia Khoo (12 July 2019).

81 Interview of Desmond Cole by Cynthia Khoo & Yolanda Song (31 May 2019).

82 Interview of Jonathan Rudin by Cynthia Khoo & Yolanda Song (8 May 2019).
“I’ve never seen a dot map in my life for intimate partner violence. Was there a dot map for missing Indigenous women?”83

Lastly, community representatives expressed concern regarding their lack of familiarity with emerging algorithmic policing techniques and, in doing so, raised issues of information asymmetry between policed communities on the one hand, and law enforcement and police technology vendors on the other.84 Overall, the research interviews demonstrated a significant informational and perspectives gap between community representatives and law enforcement representatives, with respect to algorithmic policing technologies.
3. What Is Algorithmic Policing?

Algorithmic policing technology refers to a variety of algorithm-driven technologies that purportedly enable law enforcement agencies in drawing inferences from mass data processing with the goal of predicting potential unlawful activity (‘predictive policing’ technologies) or, alternatively, in collecting and analyzing data through automated surveillance and algorithmic analysis (‘algorithmic surveillance technology’). Section 3.1 introduces technological concepts that are involved in algorithmic policing and that are raised throughout the report. Section 3.2 explains how algorithmic policing, as defined in this report, differs from both conventional and ‘big data’ policing and surveillance methods.

3.1. A Technical Primer

This section provides a basic explanation of technological concepts that are key to algorithmic policing and discussed throughout the report.

Algorithmic policing describes the use of algorithms by police services for the pre-emptive monitoring and forecasting of potential crime before any crime has occurred. The term encompasses surveillance tools, such as facial recognition and automated licence plate readers, that rely on algorithmic technologies to operate. It also includes algorithmic technologies that draw inferences through mass data processing in the hopes of predicting potential criminal activity. The latter type of technology is often referred to as predictive policing technology. However, this report predominantly uses the term algorithmic policing technology, since “predictive policing” is somewhat of a misnomer: using algorithms to draw inferences about potential criminal activity results in generalized statistical guesses rather than concrete predictions. Thus, the authors use “algorithmic policing” to encompass both algorithmic surveillance tools and what has popularly been known as “predictive policing”. The latter term will be used later in this report where a given discussion concerns “predictive policing” technologies specifically. This use recognizes that, for the public, predictive policing remains the most popular and familiar term to describe the types of technologies under consideration. This use also distinguishes algorithmic policing technologies with purported predictive capabilities from algorithmic policing technologies that are used for general surveillance.

85 This report uses the term “predictive policing” where relevant, to denote those technologies that attempt to generate statistical guesses through mass data processing.

86 “Predictive policing is a marketing term — popularized by vendors in the public safety industry — for computer systems that use data to automatically forecast where crime will happen or who will be involved.” Upturn, Stuck in a Pattern: Early evidence on “predictive policing” and civil rights (August 2016), at 2 <https://www.upturn.org/static/reports/2016/stuck-in-a-pattern/files/Upturn_-_Stuck_In_a_Pattern_v1.01.pdf>. S/ Constable Ryan Prox of the Vancouver Police Department, in a research interview, was also critical of the term ‘predictive policing’: “I think it’s a marketing ploy by a lot of vendors that say they can do all these other things. But a lot of it is black box stuff where there’s no true evaluative metric on whether they’re delivering on any crime prevention outcomes. I don’t believe they are.” Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).
An algorithm is a “technologically automated mathematical formula”[87] that instructs a computer to process given inputs in a particular way so as to result in certain outputs. Where an algorithm is relied upon to assist or substitute human decision-making, this application is known as algorithmic decision-making, or sometimes automated decision-making. Algorithms are central to artificial intelligence, which refers to the ability of a computer to perform tasks that are normally considered to require human intelligence.[88]

Some algorithms, such as machine-learning algorithms, autonomously ‘learn’[89] how to perform tasks. The algorithms generate a set of rules that are based on large training data sets, and the algorithm autonomously updates those rules as more data is provided in order to optimize the algorithmic outputs towards a particular goal.[90] Machine learning relies in part on data mining, which is the “practice of searching through large amounts of computerized data to find useful patterns and trends.”[91] The algorithms extrapolate patterns from the training set examples to derive output data (outputs) from new input data (inputs). As more data is provided, the algorithms may change to fit the new data.[92]

Computer vision (identifying visual images), natural language processing (interpreting and simulating human language), and speech recognition (converting spoken words into text) are common examples of machine learning technology.[93]
TO SURVEIL AND PREDICT

There are two kinds of machine learning: supervised and unsupervised. In **supervised machine learning**, the training data set is labelled. For example, an algorithm may be instructed to analyze thousands of animal photos already labelled “dog” or “cat”, in order to train it to distinguish between the two. The algorithm determines what factors distinguish photos of dogs from photos of cats, and it applies those rules to new, unlabelled photos (inputs) in order to categorize them (outputs). In **unsupervised machine learning**, the system looks for patterns in unlabelled training data (e.g., unlabelled photos), based on variables that it determines to be the most relevant and subsequently generates rules based on those patterns.

The inner workings of machine-learning algorithms are not always intelligible to human understanding, or their source code may be kept from public view for reasons of trade secrets in intellectual property, or due to free trade agreements. This opacity results in what is commonly known as the **black box** problem: one may see the input and output data, but little to no information is available as to how or why a given input leads to a particular output. This lack of explainability can be problematic where it impairs the ability to assess the reliability of a given algorithm, including discovering if the algorithm is operating in a flawed or unintended way. For example, in one study, a neural network that had purportedly learned how to distinguish between dogs and wolves was classifying photos accurately, but based on whether or not there was snow in the background, and not based on the animals’ features.

To be effective, algorithms must be trained on data that is accurate and representative of the subject matter being studied. When the training data set is inaccurate or biased, those flaws are reflected in the algorithm’s outputs (even if flaws are not obvious when appraising the algorithm’s outputs). This principle is commonly referred to as “**garbage in, garbage out**.” For example, if training photos of cats and dogs are labelled improperly, the algorithm will classify input photos less accurately. Additionally, if the algorithm is trained on thousands of photos of cats and only ten photos of dogs, the algorithm will be able to classify cat photos more accurately than dog photos. This is an example of **statistical bias**, which refers to gaps or other problems in a data set that cause it to be unrepresentative of reality. Statistical bias is a major source of concern in real-world training data sets. A prominent example is seen in facial recognition algorithms that are trained on data sets in which certain genders, ages, or...
rational groups are under-represented or absent. Such models will make more errors in recognizing the faces of individuals from those under-represented groups.99

Algorithmic policing technologies whose underlying algorithms are trained on historical data will attempt to forecast future outcomes based on this data, and thus, they will generate inferences that are based on past patterns. The underlying assumption is that patterns found in past data will continue to be applicable in the future. However, where historical data is distorted by wrongful overrepresentation and systemic discrimination, the resultant models will reproduce those distortions. This is particularly so because algorithms are able to detect only correlation, not causation. Where a policing algorithm has been contaminated by corrupted, distorted, incomplete, or biased data (whether inadvertently or intentionally), it has been trained on dirty data.100

When developing and applying machine-learning algorithms, ensuring that training data is accurate and unbiased is only one component of an ongoing process that must be in place to properly evaluate the accuracy and reliability of the algorithm and to ensure that it is applied in a manner that does not result in adverse results or bias against individuals subjected to the algorithm. The evaluation and operation of a machine-learning mechanism can be just as fraught as the training process. Testing and evaluation must occur based on the input data that will be used in real-time operational situations. An algorithm that may appear to be accurate and unbiased can still produce adverse results if new and untested types of data are given as input during operation. Operational input data must also be accurate; otherwise, adverse results can occur even if the algorithm itself appears to be generally sound. For this reason, testing and evaluation must also continue past the implementation phase.

Section 3.1 has introduced central concepts that are used throughout the subsequent parts of this report. These explanations help to facilitate understanding of the research findings and legal analysis relating to algorithmic policing technology, set out in Part 4 (“Algorithmic Policing in Canada: The Current Landscape”) and Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”). To conclude Part 3, Section 3.2 contextualizes algorithmic policing technologies in relation to traditional policing methods.

---

99 Joy Buolamwini & Timnit Gebru, “Gender Shades: Intersectional Accuracy Disparities in Commercial Gender Classification”, (2018) 81 Proceedings of Machine Learning Research 1, <http://proceedings.mlr.press/v81/buolamwini18a/buolamwini18a.pdf>; Brendan Klare, Mark Burge, Joshua Klontz, et al, “Face Recognition Performance: Role of Demographic Information”, (2012) 7(6) IEEE Transactions in Info Forensics & Security 1789, <https://ieeexplore.ieee.org/document/6327355>. Similarly, in algorithmic policing programs, the existing data about police activity may be used in data processing to draw inferences regarding risk, such that data about police activity becomes a proxy for data about past criminal activity even though those are two very different metrics. In other words, police data tends to reflect law enforcement behaviour rather than portraying a true depiction of where criminal activity has taken place and by who. For more details regarding how police data does not objectively or accurately reflect criminal activity, see Section 2.2 (“Bias and Inaccuracies in Police Data”).

3.2. What Makes Algorithmic Policing Different?

Algorithmic policing is related to, but different from, big data policing methods, which are used alongside conventional policing methods. The state’s surveillance infrastructure and law enforcement’s big data ecosystem form the backdrop of and fuel for algorithmic policing technologies. Today, police services in Canada have access to unprecedented and ever-growing amounts of data. Police services rely on a variety of interconnected systems to track criminal activity, crime patterns, suspects, victims, and investigations. Data collection and tracking by law enforcement actors have resulted in a number of municipal, regional, provincial, and federal databases and internal records management systems. Over time, data collection and aggregation methods have evolved with the advent of technology. For example, law enforcement actors have sought access to smart city data, social media data, mobile device information (including location) obtained remotely, and private sector consumer data (such as surveillance cameras built into “smart home” devices).

101 In British Columbia, for example, all provincial and municipal police agencies use a centralized provincial records management system (RMS) known as the Police Records Information Management Environment (PRIME-BC). In addition, municipal police agencies also have access to an integrated data mining and data analytics system known as the Consolidated Records and Intelligence Mining Environment (CRIME), which is administered and run by the Vancouver Police Department. Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019); see also Jun Min Chang, “Vancouver C.R.I.M.E. System” (1 August 2013) Blue Line <https://www.blueline.ca/vancouver_c-r-i-m-e_system-2784/>.

102 These databases include, for example, Canadian Police Information Centre (CPIC), Ontario Police Technology Information Cooperative (OPTIC) or Niche, the RCMP’s Police Information Portal (PIP) and Police Information Retrieval System (PIRS), the Canadian Criminal Real Time Identification Services (CCRTIS), the Automated Criminal Intelligence Information System (ACIIS), and others that facilitate business intelligence, mobile report, and digital evidence management: See Alison Brooks, “Law Enforcement Information Management Study” (October 2014) IDC at 12-22, <https://capc.ca/index.html?asst_id=977>. Generally speaking, these databases are designed to store and share information about criminal records, outstanding charges, warrants, persons of interest, stolen property, person-specific flags to caution police officers who may interact with them, and other information of interest.


104 This capability is enabled through International Mobile Subscriber Identity (IMSI) catchers, also known as cell-site simulators, which are “devices that impersonate cell phone towers, convincing mobile devices to interact with them as they normally would only interact with a service provider’s tower”: Tamir Israel & Christopher Parsons, Gone Opaque? An Analysis of Hypothetical IMSI Catcher Overuse in Canada (August 2016) at 2, <https://citizenlab.ca/wp-content/uploads/2016/09/20160818-Report-Gone_Opaque.pdf>. Police services in Calgary, Winnipeg, and Toronto, as well as the Ontario Provincial Police and RCMP have all been confirmed to use or have used IMSI catchers, thus indiscriminately collecting data from all cellphones within range: Matthew Braga & Dave Seglins, “Cellphone surveillance technology being used by local police across Canada” (13 April 2017) CBC News <https://www.cbc.ca/news/technology/cellphone-surveillance-police-canada-imsi-catcher-privacy-1.4066527>; Kate Allen, Jayme Poisson & Wendy Gillis, “Two years after they said they didn’t, Toronto police admit they use Stingray cellphone snooping device” (5 March 2018) The Toronto Star, <https://www.thestar.com/news/gta/2018/03/05/two-years-after-they-said-they-didnt-toronto-police-admit-they-use-stingray-cellphone-snooping-device.html>.

Big data policing methods are characterized by three central features that are used to distinguish big data generally from prior data processing methods, and thus, to distinguish big data policing from conventional policing methods. These features are known as the “three Vs,” each referring to the unprecedented extent of the component: volume (massive quantities of data are collected and processed for law enforcement purposes, far beyond what a human would be able to manually process or what traditional, non-AI software could process); velocity (law enforcement is able to process surveillance and police data at unprecedented speeds, up to in real-time); and variety (many different types of data sets are now available to police to use in monitoring and investigations, from a diverse range of sources that can be integrated with each other, combined, and cross-referenced to result in deeper, more detailed, or further-reaching insights and inferences).

Algorithmic policing technologies are distinguishable from both conventional and big data policing methods, and they warrant specific attention and concern. First, such technologies take big data policing methods to an even greater level of scale. Big data sources, with their formidable volume and range of information, sustain the algorithmic technologies that authorities might use. As a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) shared in an interview, “I wouldn’t have been able to use [algorithmic modelling] in the past because I wouldn’t have had the volume of data or statistical capacity.”

Second, algorithmic methods enable a wider range of data collection, aggregation, and analysis than used with conventional or big data policing methods. For example, surveillance methods that are algorithmically automated to perform various tasks relating to data collection, aggregation, and analysis (such as facial recognition, social media monitoring, and social network analysis) are less constrained by cost and resources as compared to conventional methods.

The AI Now Institute articulates the distinction between algorithmic and traditional surveillance as follows:

AI raises the stakes in three areas: automation, scale of analysis, and predictive capacity. Specifically, AI systems allow automation of surveillance capabilities far beyond the limits of human review and hand-coded analytics. Thus, they can serve to further centralize these capabilities in the hands of a small number of actors. These systems also exponentially scale analysis and tracking across large quantities of data, attempting to make connections and inferences that would have been difficult or impossible...
before their introduction. Finally, they provide new predictive capabilities to make determinations about individual character and risk profiles, raising the possibility of granular population controls.\footnote{110}{AI Now Institute, \textit{AI Now Report} 2018 (December 2018) at 12 <https://ainowinstitute.org/AI_Now_2018_Report.pdf>.

Transparency surrounding algorithmic policing technologies is also distinct from conventional and big data methods of policing. Algorithm-driven tools are often black boxes in a way that conventional tools are not. For example, actuarial risk assessments that social scientists have developed and validated have been used in the corrections and sentencing contexts for many years in Canada,\footnote{111}{See, e.g., \textit{Ewert v Canada}, 2018 SCC 30 at para 11.} as well as in criminal justice systems in other jurisdictions,\footnote{112}{Royal United Services Institute, \textit{Machine Learning Algorithms and Police Decision-Making: Legal, Ethical and Regulatory Challenges} (September 2018) at 6 <https://rusi.org/sites/default/files/201809_whr_3-18_machine_learning_algorithms.pdf.pdf>.

These assessments can be explained and assessed by social scientists, including what specific factors were included and how much weight was given to any particular factor. Machine-learning algorithms, on the other hand, may generate and follow rules that are indiscernible to human observers. As a result, humans may be unable to determine what factors are considered by a machine-learning algorithm or how they are weighted.\footnote{114}{More advanced algorithmic systems, which include machine learning approaches, are used with problems where pre-existing rules or theories do not capture the desired input-output relationships well. As a result, machines craft the relationship between inputs and outputs backwards from the data, usually without regard for human interpretability. In some cases, this can allow machines to make much more effective input-output connections – which computer scientists call predictions – than hand-crafted rule-based systems could.” Michael Veale, “Algorithms in the Criminal Justice System” (June 2019), Law Society of England and Wales at 10 <https://www.lawsociety.org.uk/support-services/research-trends/algorithm-use-in-the-criminal-justice-system-report/>.

The outcome is that algorithmic policing technologies might use mathematical systems to come to conclusions that are utterly opaque to the developers of the systems, those tasked with using the output data in law enforcement and criminal justice, or those affected by the algorithmic policing technologies.}
4. Algorithmic Policing in Canada: The Current Landscape

Algorithmic policing technologies are present or under consideration throughout Canada in the forms of both predictive policing and algorithmic surveillance tools. Within the last decade, police services’ strategic plans, budget documents, and annual reports have reflected plans to adopt algorithmic policing methods, under terms such as ‘predictive’, ‘data-driven’, or ‘intelligence-led’ policing, supported by greater emphasis on data analytics. Some police services have begun to pilot and implement algorithmic policing systems, or have expressed an interest during research interviews conducted for this report, which adds to growing interest among law enforcement generally.

Part 4 of this report provides a factual overview of the Canadian algorithmic policing landscape. The research findings set out in this section were obtained using information gathered through desk research (including the integration of media reports), FOI requests, and formal research interviews. The representatives of Canadian law enforcement who were interviewed for this report included: Ryan Prox, Special Constable in Charge (S/Constable), Crime Analytics Advisory & Development Unit, at the Vancouver Police Department; a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL); a member of law enforcement in Calgary, Alberta; and a law enforcement representative in Canada.

The following sections each review algorithmic policing initiatives and practices that have been undertaken by police services in Canada: location-focused algorithmic policing technologies (Section 4.1), person-focused algorithmic policing technologies (Section 4.2), and algorithmic police surveillance methods (Section 4.3). Section 4.4 discusses the limitations of the research findings, and Section 4.5 provides a summary and analysis of the research findings regarding the current landscape of algorithmic policing in Canada. This part of the report (Part 4) focuses on laying out the factual landscape as is, to the extent the authors could determine it; analysis and critical implications of these technologies are presented later in Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”).

---


In some instances, a given technology may be used for capabilities other than algorithmic predictions, such as organizing and linking data, without drawing algorithmic predictions based on the data. However, current possession of the capability by Canadian law enforcement is also considered relevant and within the scope of this report. Reference is made throughout each section to parallel examples in peer jurisdictions to further illustrate potential uses and risks of each technology in question.

To conclude this introduction of Part 4, the following highlight box, **In Focus #2: Overview of the Canadian Criminal Justice System**, provides information regarding the structure and process of the law enforcement and criminal justice system in Canada. This context helps to demonstrate where algorithmic policing technologies fit in within Canada’s law enforcement and criminal justice system.
Overview of the Canadian Criminal Justice System

In Canada’s federal system of government, each level of government—federal, provincial/territorial, and municipal—has a role in the criminal justice system. The federal government is responsible for creating and reforming criminal law offences, which are set out in the Criminal Code and other federal statutes, such as the Controlled Drugs and Substances Act. The provinces have the authority to establish police forces, prosecution services, parole services, and other related agencies such as victims’ compensation programs. With the consent of the provinces and territories, police services have developed through delegated authority in many municipalities across Canada (such as Vancouver, Calgary, and Toronto) and First Nations communities. Ontario and Quebec have province-wide police services (the Ontario Provincial Police and La Sûreté du Québec). The Royal Canadian Mounted Police (RCMP) is a national police service that serves the remaining areas that are not already policed by First Nations, provincial, or municipal police services. Where the RCMP operates, it does so by virtue of the delegated authority of the provincial or territorial government in that area.

Certain features of criminal investigations and criminal proceedings tend to be similar across Canada. These similarities arise, in part, because Canada has one set of criminal laws across the country and because all law enforcement authorities and Crown prosecutors must operate within the constitutional limits of the Canadian Charter of Rights and Freedoms. However, even though much of the criminal justice system is the same across Canada, local or regional policy choices and resource constraints means that some police practices or the quality of access to justice may vary across Canada.

The main stages of criminal investigations and proceedings in Canada are as follows:

1. Police services investigate people by gathering information and evidence.

2. Police officers have limited powers to restrain the liberty of suspects during a criminal investigation (i.e., investigative detention and arrest powers). It is unlawful to exercise these powers in a manner that infringes on Charter rights.

3. After gathering available evidence, the police may lay a criminal charge (or charges) against the defendant if the investigating officer has reasonable and probable grounds to believe the individual committed an offence.

4. If a criminal charge is laid, it must be determined whether the accused will be released or detained in pretrial custody while the criminal charges work their way through the criminal court system (bail).

---

Depending on the circumstances (e.g., the nature of the offence or the accused’s prior record), the accused is either released at the scene of the arrest by the arresting officer (e.g., at the side of the road), released from a police detachment (e.g., after being processed), released from a criminal court on bail by a justice of the peace or judge, or detained in custody by a criminal court judge pending trial.

5. Once charges are laid, criminal proceedings commence in court. Crown prosecutors take control of the case and receive evidence from the investigating police service.

6. All individuals before the courts are presumed innocent. Criminal proceedings come to a conclusion in the following ways: a) a withdrawal or stay of the charges by the Crown, b) participation by the defendant in a diversion program prior to a withdrawal or stay of the charge (stayed or withdrawn charges mean that the person is innocent of the charges), c) a guilty plea by the defendant and corresponding waiver of the right to a trial on the merits, or d) a criminal trial where the accused is presumed innocent and must be acquitted unless the prosecution proves guilt (of the charges laid) beyond a reasonable doubt before a judge or jury.

7. Criminal sentencing occurs if an individual is found guilty of an offence either as a result of pleading guilty or having been found guilty in a criminal trial.

8. A number of processes relating to any criminal sentence imposed may occur, including probation, imprisonment, and parole proceedings.

9. After a finding of guilt and sentencing, a defendant has rights of appeal with respect to the conviction and/or sentence imposed.

10. Following the completion of a criminal sentence, the Parole Board of Canada administers Canada’s system of determining whether any criminal record suspension (formerly referred to as pardons) is available.\textsuperscript{120}

Law enforcement actors investigate and gather evidence through a vast range of methods and processes. Some police investigations are reactive (e.g., responding to a 911 call) while others are pre-emptive and attempt to detect crime without an express request for help from the community. In order to build a criminal case, law enforcement authorities may rely on many different information sources such as witness statements, recorded conversations, (e.g., copies of text messages or emails, or an intercepted recording of a phone call), CCTV video footage, business records, or observations.

\textsuperscript{120} A record suspension means that the individual's criminal record is removed from the national criminal record database, which would potentially assist the individual to find employment or education opportunities without a visible scar of a criminal conviction on their record.
by police officers—or data gathered through the algorithmic technologies examined in this report. All methods must occur within constitutional limits though, in practice, many investigations are ultimately found to be unconstitutional in one or more ways. The Charter provides a right to seek the exclusion of unconstitutionally obtained evidence. However, data obtained and methods used by police may never be scrutinized by courts if information about those practices is never disclosed in criminal court cases or if the defendant does not have the financial ability to bring a Charter application.

While it is possible, in theory, for prosecution and law enforcement authorities to use algorithmic technologies at many stages of the criminal justice process—for example, algorithmic risk assessment technologies have been developed, adopted, or considered in the contexts of pretrial detention (bail), sentencing, parole, and corrections—the technologies examined in this report are primarily linked to the initial information gathering and monitoring stage of police work.


122 Section 4.2.3 (“Algorithmic Risk Assessments in the Criminal Justice System”) below provides a brief overview of algorithmic risk assessment technologies.
4.1. Location-Focused Algorithmic Policing

Location-focused algorithmic policing systems purport to identify where and when potential criminal activity might occur. The algorithms that drive these systems examine patterns and correlations in historical police data to attempt to make predictions about the future. Law enforcement agencies may then decide to intervene to deter or detect criminal activity by taking actions like increased patrolling at the targeted locations.

Police services in North America have long used non-AI methods to try to determine crime “hot spots”—geographic areas that are perceived or assumed to have relatively high concentrations of crime. Modern techniques continue this method by using algorithms to crunch extensive volumes of data and purportedly identify connections that would otherwise remain undetected by a human analyst.

Location-focused algorithmic policing technologies may take different variables into account. For example, PredPol, one of the most well-known examples of this technology and used by over 90 police departments in the United States, relies on four data points for its algorithm: crime type, location, date, and time. Other popular algorithmic policing software systems, such as HunchLab, may use additional variables including the location and type of buildings (e.g., schools, churches, bars, or liquor stores) and census data. The Risk Terrain Modelling product developed by the Rutgers University Center on Public Security relies on sets of factors, including the types of commercial establishments present in an area and more problematic factors (due to their association with discriminatory over-policing of marginalized communities), such as public calls of “disorder” and certain types of housing, to try to predict where crimes such as car theft and gun violence are likely to occur.

---

128 Ibid at 67-68.
The remainder of this section will provide an overview of specific location-focused algorithmic policing technologies in use by Canadian police services, although a given technology may be used for capabilities other than algorithmic predictions (e.g., used for organizing data alone). Section 4.1.1 will discuss the GeoDASH Algorithmic Policing System implemented by the Vancouver Police Department, and Section 4.1.2. will discuss the Toronto Police Service’s use of Environics Analytics, IBM’s Cognos Analytics, and IBM’s Statistical Package for the Social Sciences software.

### 4.1.1. Vancouver Police Department: GeoDASH Algorithmic Policing System

The Vancouver Police Department (VPD) uses a machine-learning location-focused algorithmic system and user interface known as GeoDASH. GeoDASH uses historical police data to try to predict where and when break-and-enter crimes are likely to occur. Specifically, the algorithms generate six location-based forecasts, at 24-hour intervals, for every 2-hour window between 7:00 a.m. and 6:59 a.m. the next day; each forecast is a 100-metre-square area or 500-metre-square area.

The GeoDASH algorithmic policing system—or ‘GeoDASH APS’, a term used for the purposes of this report—is the first of its kind in Canada, and it was created through a three-way private-public undertaking between a consortium of academic researchers from a multitude of academic institutions in Canada and internationally, in-house staff at the VPD, and Latitude Geographics. The system underwent a six-month study from April 1 to September 30, 2016. During the pilot study, the stakeholders tested predictions for residential break-and-enter offences. Following the conclusion of the pilot, the VPD announced in 2017 that GeoDASH would be formally implemented as a wider routine practice.

The GeoDASH APS relies on four data inputs: type of crime, geographical coordinates, date, and time. The VPD provides the algorithms with data arising exclusively from cases that were triggered by a complaint from a civilian to police and excludes all police-initiated reports (according to S/Constable Ryan Prox, civilian reports of property crimes constitute approximately 90% of all property-crime data). For example, if a police officer was on patrol and happened to witness a burglary taking place,

---


130 The VPD’s algorithmic policing tool is commonly associated with its crime “hot-spot” mapping application, GeoDASH (Geographic Data Analysis and Statistics Hub). However, an interview clarified that GeoDASH refers to the user interface alone, which visualizes the algorithm’s outputs, among other data, in a mapping application for users. The underlying algorithmic technology has no name. Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019). For ease of reference, this report will refer to the entire algorithmic policing system (the algorithmic technology combined with the GeoDASH interface that facilitates its use) as the GeoDASH algorithmic policing system (“GeoDASH APS”). “GeoDASH” will be reserved to refer to the user interface alone, to which the VPD is able to add a variety of software applications, only one of which is the predictive policing technology.


133 Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).
that incident would not form part of the training data given to the algorithms.\textsuperscript{134} The purpose of this policy is to reduce both the risk and the perception that police bias influences the training data or algorithms.\textsuperscript{135}

After the system identifies high-risk locations, uniformed officers in marked cars are assigned to patrol these areas in order to deter criminal activity. According to an internal document, these teams actively look for “suspicious activity during their patrols and will engage in proactive activities, such as monitoring laneways and identifying potential POIs [persons of interest] / Known Offenders entering into the area.”\textsuperscript{136} The VPD may also notify civilian neighbourhood block watches in forecasted residential areas and ask them to exercise extra vigilance in their areas during the relevant time periods.\textsuperscript{137}

According to Prox, the predictive policing team at the VPD is heavily influenced by the General Data Protection Regulation (GDPR) and European privacy law, and is wary of predictive policing developments in the United States.\textsuperscript{138} As such, the VPD has proactively taken measures to mitigate potential harm and discrimination from the GeoDASH APS. A unique feature of the VPD program is its use of “exclusionary zones”, which take account of “sensitive areas” of the city that give rise to over-policing concerns, such as the Downtown Eastside (DTES) neighbourhood. If any of the forecasted high-risk locations fall within an exclusionary zone, it is automatically replaced with the location that is identified to have the next highest risk of break-and-enter activity. As a result, the predictive system does not send officers to these designated zones even if they are initially identified as “high risk” by the algorithms.

The DTES is currently the only exclusionary zone the VPD has identified, and it was marked as such from the beginning of the initiative.\textsuperscript{139} The VPD also monitors for potential over-police resulting from the GeoDASH APS in other communities, tracking and monitoring how often the GeoDASH APS deploys officers to any given neighbourhood in the City of Vancouver, with special attention to any areas considered “socioeconomically or culturally sensitive” (one example being the South Slope neighbourhood in Vancouver, which has a large Indo-Canadian community).\textsuperscript{140} At time of writing, the VPD did not determine that they had found over-representation of particular neighbourhoods in any of the forecasted areas, and thus had not added any further exclusionary zones.\textsuperscript{141}

\begin{itemize}
\end{itemize}

\textsuperscript{134} Ibid.
\textsuperscript{135} I did not want to have any data that could be perceived as having police bias in terms of generating the calls. [...] Whether I believe it’s true or not that that [preconceived notions of criminality predisposing police to deploy to certain areas, resulting in potential self-fulfilling prophecy] happens at the Vancouver Police, I didn’t want the spectre that that could even be entering into the data bias. Based on that, I made a decision that we would only use public-initiated reported property crime.” Ibid.
\textsuperscript{136} Vancouver Police Department, “Predictive Policing” (obtained through freedom of information request 18-3224A_2).
\textsuperscript{137} Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).
\textsuperscript{138} Ibid.
\textsuperscript{139} Ibid.
\textsuperscript{140} Ibid.
\textsuperscript{141} Ibid.
Additionally, to remain alert to the possibility of algorithmically over-policing other communities, the VPD relies on meetings held every 3-4 months between the predictive policing unit and the community policing services unit.142 At these meetings, the latter might communicate if there were concerned or at-risk communities not on the former’s radar.143 One example was the emergence of social housing initiatives in South Vancouver. The VPD worked with the City of Vancouver to identify the locations of those initiatives and related outreach programs, then monitored for overrepresentation of those areas within the GeoDASH APS forecasts (and had found no overrepresentation at the time of the interview).144

Another area that has been of concern when using the GeoDASH APS is location-based police stops and detention. Regarding the danger of algorithm-driven police stops and detentions, Prox stated, “In terms of training, we make it very clear that if the police officers are deployed at forecasted locations, you cannot use the forecasting system as grounds for a street check.”145 The VPD attempted to measure, during the predictive policing pilot study, if more street checks were occurring in GeoDASH APS forecasted boxes, compared to locations that were not within boxes. However, according to Prox, there was not enough data to support any meaningful metrics, due to a low total number of street checks within forecasted locations overall.146

4.1.2. Toronto Police Service: Environics Analytics and IBM “Crime Insight and Prevention” Software

There are indications that the Toronto Police Service (TPS) may be considering, or is interested in, developing a location-focused algorithmic program in the future. Since at least 2016, the TPS has collaborated with Environics Analytics. Environics Analytics is a firm that primarily provides data analytics services for business and marketing purposes147 to “explore the use of data and technology in a more optimal alignment of police resources and crime.”148 In 2018, the Senior Vice President of Environics Analytics wrote that one of the goals of the collaboration was to develop algorithmic models that identify high crime areas.149 According to Richard Boire, factors such as the previous year’s crime rate, age, income, and dwelling types in a given geographical area are used to predict the

142 Ibid.
143 Ibid.
144 Ibid.
145 Ibid.
146 Ibid.
147 Environics Analytics, “How we help”, <https://www.environicsanalytics.com/en-ca/how-we-help>. It offers a number of proprietary databases, including a database called CrimeStats, which uses statistics, demographics, and computer modelling to determine the likelihood of crime for any location in Canada, the US, and the UK.
149 Ibid.
level of crime in that area.\textsuperscript{150} The algorithmic model informs the number of officers that the TPS assigns to an area in the next 12 months.\textsuperscript{151}

However, in an interview, a law enforcement representative in Canada confirmed that the TPS does not currently engage in algorithmically driven predictive policing. The representative also stated that the TPS is mindful of related issues and does not intend to adopt such technology immediately, and to their knowledge, had not engaged with vendors to this end. The representative did indicate that the TPS was interested in using data to inform decisions about public safety concerns such as gun violence and property crime.\textsuperscript{152}

In addition to Environics, the TPS has access to IBM’s Cognos Analytics and SPSS (Statistical Package for the Social Sciences) software.\textsuperscript{153} Both of these programs are part of IBM’s “Crime Insight and Prevention solution”, which uses data mining and location-focused predictive modeling. IBM states that these tools will allow law enforcement agencies to “anticipate incidents, profile crimes and criminals, improve solved crime rates, and optimize resources use”.\textsuperscript{154} Cognos is a data analytics tool that uses AI and machine learning to discover patterns and translate data analysis into plain language.\textsuperscript{155} SPSS offers advanced statistical analysis and algorithmic analytics functions.\textsuperscript{156} While these programs offer algorithmically powered predictive policing capabilities, the TPS has stated that it is not using them for predictive purposes; instead, they use them for reporting and statistical insights.\textsuperscript{157} Full use of these programs’ capabilities for algorithms and automation are not in place at least in part because of the Service’s resource limitations, according to the law enforcement representative interviewed.\textsuperscript{158} The TPS has also stated that it would require alignment with provincial and/or federal governance strategies in order to consider implementing a predictive policing program.\textsuperscript{159}

\section*{4.2. Person-Focused Algorithmic Policing}

Person-focused algorithmic policing systems are ostensibly designed to identify individuals who are likely to be involved in future criminal activity, or they are designed to assess what level of risk a particular individual has for either engaging in or being the victim of future criminal activity. Such algorithmic assessments do not rely primarily on environmental factors or geographical crime data, as

\begin{itemize}
\item \textsuperscript{150} Ibid.
\item \textsuperscript{151} Ibid.
\item \textsuperscript{152} Interview of a law enforcement representative in Canada by Yolanda Song & Cynthia Khoo (28 June 2019).
\item \textsuperscript{153} Ibid.
\item \textsuperscript{154} IBM Software Group, “Crime prediction and prevention: A safer public through advanced analytics” (June 2010) IBM Software Group White Paper, 4.
\item \textsuperscript{156} IBM, “IBM SPSS software”, <https://www.ibm.com/analytics/spss-statistics-software>.
\item \textsuperscript{157} Interview of a law enforcement representative in Canada by Yolanda Song & Cynthia Khoo (28 June 2019).
\item \textsuperscript{158} Ibid.
\item \textsuperscript{159} Ibid.
\end{itemize}
in the case of location-focused policing; instead, they process personal details, such as information about family, friends, or associates; their social media activity; criminal records; or appearance in other police databases, that are associated with a specific individual. These factors are used as input data for a person-focused algorithmic policing tool, which then provides the output data of a ‘risk score’ for a given individual. The risk score is intended to reflect the predicted likelihood that the individual will commit or be involved in criminal activity in the future, or within a given time frame.

Law enforcement agencies may act on these algorithmic predictions in a number of ways, including targeting identified individuals for increased monitoring or contacting identified individuals ostensibly to deter them from any criminal activity that the algorithm has predicted they may engage in—regardless of whether the individual was, in fact, going to engage in criminal activity. Where an individual is forecast to be at risk for criminal involvement or for harm by criminal activity, but not necessarily perpetrating it, police services may instead connect them with social services. The result of person-focused algorithmic policing systems is that individuals are potentially brought into contact with the criminal justice system on the basis of inaccurate, unreliable, or biased technology. Police services may rely on algorithmic predictions to interfere with an individual’s right to privacy or liberty, for example, but the individual has few to no safeguards in place to prevent the violation of their constitutional or human rights.

Person-focused algorithmic policing systems in various cities in the United States have been in place for years and use different methods of data analysis. For example, starting in 2012 the Chicago Police Department (CPD) maintained a Strategic Subjects List (SSL, colloquially referred to as the “heat list”) of individuals who were purportedly at risk of being a perpetrator or victim of gun violence. The heat list used an algorithm that examined 11 variables that reportedly included prior criminal history, parole status, and police notations on purported gang membership; arrest data that was used by the CPD to create SSL risk scores was provided in a publicly available data portal. In January 2020, the CPD decommissioned the use of the program for reasons that included the lack of reliability of the model.

---


161 See e.g., “The information displayed represents a de-identified listing of arrest data from August 1, 2012 to July 31, 2016, that is used by the Chicago Police Department’s Strategic Subject Algorithm... to create a risk assessment score known as the Strategic Subject List or ‘SSL.’ These scores reflect an individual’s probability of being involved in a shooting incident either as a victim or an offender. Scores are calculated and placed on a scale ranging from 0 (extremely low risk) to 500 (extremely high risk). Based on this time frame’s version of the Strategic Subject Algorithm, individuals with criminal records are ranked using eight attributes, not including race or sex.” “Strategic Subject List” (7 December 2017) Chicago Data Portal <https://data.cityofchicago.org/Public-Safety/Strategic-Subject-List/4aki-r3np>.

162 These points will be expanded on in more detail in Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”) of the report.


164 Ibid at 46-49. As noted in Section 2.2 (“Bias and Inaccuracies in Police Data”) of this report, factors such as “gang membership” can be highly discretionary and prone to error and discriminatory bias.

165 “Strategic Subject List” (7 December 2017) Chicago Data Portal <https://data.cityofchicago.org/Public-Safety/Strategic-Subject-List/4aki-r3np>. Another well-known predictive policing program that was later shut down, Operation LASER, by the Los Angeles Police Department, is discussed below in Section 4.2.1 (“Calgary Police Service: Palantir Gotham and IBM I2 Analyst Notebook”).

In New Orleans, the police department used software developed by Palantir Technologies to identify individuals at risk of being perpetrators or victims of violence by analyzing their associations using a method known as social network analysis (SNA). The Palantir software integrated separate city databases into unified systems and identified hidden relationships in the data held within those databases.

Some law enforcement actors in Canada have expressed less enthusiasm for person-focused approaches to algorithmic policing compared to location-focused approaches. S/Constable Ryan Prox of the VPD stated that person-based forecasting for criminal activity is “too high risk” and that “ethically, it would be reprehensible to move in that direction.” Prox was specifically concerned with person-focused predictive policing programs seen in Los Angeles, New Orleans, and Chicago, making the following observation regarding their potential impact on affected communities in the United States: “If you have an ethnically biased algorithm, you could then convert a community into a police state where you have such overrepresentation of police resources, in a very confined geospatial area, that overrepresentation of police resources could transform a community into...akin to almost being under siege.”

The remainder of this section will provide an overview of specific person-focused algorithmic policing technologies in use, under development, or possessed by Canadian police services. Section 4.2.1 will discuss the Calgary Police Service’s use of software by Palantir Technologies and the IBM i2 Analyst Notebook, the latter of which is used for algorithmic social network analysis. Section 4.2.2 will discuss the algorithmic policing technology being developed in-house at the Saskatchewan Police Predictive Analytics Lab (SPPAL). Section 4.2.3 will briefly note the use of algorithmic risk assessment tools throughout other stages of the criminal justice system, including for bail, sentencing, and parole.

### 4.2.1. Calgary Police Service: Palantir Gotham and IBM i2 Analyst Notebook

At the end of 2012, the Calgary Police Service (CPS) acquired a software licence from Palantir Technologies for $1.4 million. The CPS currently uses the 2018 version of Palantir’s Gotham product.
to integrate its various internal data sources into one unified system for data access and analysis.\textsuperscript{173} Documents prepared by Palantir and the CPS indicate that open source information (e.g., publicly available social media and other online content), email and telecommunications information, and third-party commercial information (e.g., financial records and credit history) can also be incorporated into the system.\textsuperscript{174} However, a law enforcement member in Calgary reported that the CPS uses Palantir to integrate certain internal files, data about dispatch calls, and its Niche record management system (RMS). The Niche system contains some of the CPS’s previously siloed data sources, such as information about frequent offenders.\textsuperscript{175}

According to CPS records that were released through an FOI request, Palantir Gotham enables authorized CPS users to search through integrated data to detect and visualize associations between individuals, organizations, locations, police incident reports, checkups (similar to street check or carding data), properties, and vehicles.\textsuperscript{176} The associations and connections generated by Palantir are used to inform officers’ and analysts’ understanding of individuals’ relationships and behaviours.\textsuperscript{177}

According to a 2014 draft Privacy Impact Assessment (PIA) conducted by the CPS, information about physical characteristics, relationships, interactions with police, and “possible involved activities” (an open-ended and undefined category of input) is stored for all individuals who interact with the police, including victims and witnesses. For individuals who are suspected to have committed an offense, further data, such as data about their religious affiliations, is collected.\textsuperscript{178} The CPS also uses Palantir to map out where crimes and calls for service are taking place.\textsuperscript{179}

The CPS recognized in its draft PIA that assessments using the Palantir system could present false associations between innocent individuals and criminal organizations and suspects.\textsuperscript{180} The draft PIA proposed measures meant to mitigate such risks, including establishment of data entry rules, reliance on the software’s audit capabilities that enable tracking changes made to the data, and use of a data-modelling feature that purportedly allows analysts to avoid drawing incorrect associations.\textsuperscript{181} At least one major element of the accountability framework set out in the draft PIA, the Palantir Platform
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\textsuperscript{174} Ibid at 15, 47; Palantir, “Palantir Platform Capabilities Brief” (11 October 2012), presentation to Calgary Police Service (obtained through freedom of information request 18-G-1921).

\textsuperscript{175} Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).

\textsuperscript{176} Calgary Police Service, “Transition from Palantir 2012 to PG2018” (obtained through freedom of information request 18-G-0814).

\textsuperscript{177} Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).


\textsuperscript{179} Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).


\textsuperscript{181} Ibid.
Governance Entity, is not currently in operation.\textsuperscript{182} The Palantir Platform Governance Entity was intended to be responsible for overseeing data quality processes, implementing new features and data sources for the Palantir system, and periodically reviewing privacy implications.\textsuperscript{183} According to a member of law enforcement in Calgary, an Information Management Working Group is in place to review proposed changes to any of the agency’s systems, including the data management consequences of such changes, and an Information Management Steering Committee oversees the working group to provide strategic guidance and oversight.\textsuperscript{184} However, the CPS did not disclose any final or formalized policies or guidelines for the use of Palantir software in response to an FOI request that was submitted to obtain information on their use of Palantir systems.

Where Palantir technology has been deployed in the United States, the software has been used to facilitate high-profile and controversial initiatives. In Los Angeles, as part of the LAPD’s Los Angeles Strategic Extraction and Restoration (“Operation LASER”) program, Palantir technology has reportedly been used to integrate and analyze data from various local, statewide, and national law enforcement sources, as well as non-law enforcement data about social services, health services, foreclosures, social media, utility bills, and even phone records from pizza chains.\textsuperscript{185} The resulting inferences are used to identify zones that forecast hotspots for gun-related crime. Persons deemed to be “Chronic Offenders” are also targeted in order to track their movements and activity, to notify the targeted individual that they are being watched in an attempt to deter potential criminal activity, or to remove the individual from an area or neighbourhood.\textsuperscript{186} These programs have been met with significant community backlash and opposition\textsuperscript{187} as well as criticism from the Inspector General of the Los Angeles Police Department (LAPD), whose office identified serious problems with the LAPD’s data practices and oversight mechanisms.\textsuperscript{188} The Inspector General recommended that the program be curtailed, limiting the broad exercise of police discretion with respect to labelling individuals as chronic offenders, and that the program should generally be subject to a number of oversight, transparency, and due process mechanisms.\textsuperscript{189} The LAPD shut down Operation LASER in April 2019, after a meeting where “members of the department’s civilian oversight panel questioned the effectiveness” of the program’s Algorithmic policing methods.\textsuperscript{190}

\textsuperscript{182} Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).
\textsuperscript{184} Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).
\textsuperscript{189} Ibid.
\textsuperscript{190} Mark Puente, “LAPD ends another data-driven crime program touted to target violent offenders”, (12 April 2019) Los Angeles Times,
As noted above, the CPS is not currently using Palantir technology for its algorithmic policing capabilities such as those the LAPD has relied on. The CPS relies on Palantir’s software to integrate and organize data, rather than draw algorithmic inferences or predictions from it. However, this does not necessarily mean that the CPS will never begin to use Palantir’s algorithmic policing features in the future.

In addition, the CPS does engage in algorithmic social network analysis, through a combination of Palantir and IBM’s i2 Analyst Notebook. Palantir is used to link and build networks that draw relationships between data in the CPS’s own databases, such as data stored in the Niche records management system. Specifically, in Palantir, “[p]ersons are linked together based on an event that has occurred or been recorded in [the CPS’s] system.” The relational network built in Palantir is then imported into the IBM i2 Analyst Notebook, which contains a built-in social network analysis tool. This tool ranks central actors and key players within a particular social network, based on metrics such as “betweenness, closeness, degree, and eigenvector (hub and authority) centrality measures”.

Recent reports suggest that Palantir has been seeking to expand the use of its technology in Canada generally, which may increase the uptake of its algorithmic policing capabilities by law enforcement agencies across the country. In August 2019, Canada’s former ambassador to the United States, David MacNaughton, resigned from his position as Ambassador in order to be appointed head of Palantir’s Canadian operations out of headquarters based in Ottawa. MacNaughton then announced, in April 2020, that Palantir has been in dialogue with the federal government and with the governments of Ontario, Alberta, and British Columbia regarding their responses to the COVID-19 pandemic.

Palantir’s decision to expand into Ottawa may, in part, be influenced by Canadian privacy laws that reduce the company’s ability to obtain Canadian law enforcement authorities as clients while operating out of the United States. Generally speaking, law enforcement authorities are bound by privacy legislation and privacy obligations under the Charter, which limit the circumstances under which law enforcement actors are permitted to transmit or store an individual’s personal data extraterritorially. Palantir’s technology may necessitate data-sharing with the company for certain functions. In a contract with the City of New Orleans, the City was supposed to provide Palantir with access to all “data and records sources” that the City wanted analyzed in Palantir’s “integrated analytical

---

194 Wakeling v United States of America, 2014 SCC 72. Some provinces have data localization obligations applicable to public agencies (Freedom of Information and Protection of Privacy Act, RSBC 1996, c 165, s 30; Personal Information International Disclosure Protection Act, SNS 2006, c 3, ss 9(2)(d), 9(3)(b)), or other barriers to the disclosure of private data outside of Canada’s borders. For example, Alberta’s privacy legislation applicable to public sector agencies such as the CPS (the Freedom of Information and Protection of Privacy Act) does not appear to authorize the disclosure of data by law enforcement authorities to private companies at all, and Section 40 of the Act permits disclosure to law enforcement agencies in foreign countries only “under an arrangement, written agreement, treaty or legislative authority”.

---
environment.” Given that Palantir may require its customers to provide the company with direct access to any data that is subject to algorithmic analysis, Palantir’s expansion of operations inside Canada’s borders may be an effort to enable or encourage greater adoption of its technologies among Canadian law enforcement agencies, by reducing the risk of violating data localization laws.

4.2.2. Saskatchewan Police Predictive Analytics Lab (SPPAL)

In November 2015, the Saskatoon Police Service (SPS) partnered with the University of Saskatchewan and the Government of Saskatchewan to form the Saskatchewan Police Predictive Analytics Lab (SPPAL), which is housed at SPS headquarters. The SPPAL is intended to address a number of areas of crime and community safety issues, beginning with a project focused on missing persons. By examining risk factors and behaviour patterns among missing youth in Saskatchewan, the SPPAL is developing a preliminary algorithmic model to identify children and youth who are at risk of going missing. Once implemented, the model will be shared with social service partners, though in some cases it has been shared already, for testing purposes.

The SPPAL has been working with municipal police data from the SPS alone, to the authors’ knowledge as of February 14, 2020, though an agreement with the Saskatchewan Association of Chiefs of Police will provide the Predictive Analytics Lab with access to data from all municipal police services in the province and data from the RCMP “F” Division. The SPPAL has also expressed its intention to eventually include social media data in the training and development of its models. An interview with a representative from the SPPAL made clear that the project is still in early stages and that the SPPAL is considering multiple options for data management and data sharing with municipal police agencies, with particular concern for security capabilities such as keeping collected data confidential and encrypted.


196 Meaghan Craig, “Saskatoon police lead the country with Predictive Analytics Lab” (15 January 2016) Global News <https://globalnews.ca/news/2455063/saskatoon-police-lead-the-country-with-predictive-analytics-lab/>. Notably, the SPPAL representative explained that the project was housed within the SPS by virtue of that agency already having the infrastructure and institutional resources to support the required level of security and other technical and organizational demands. Additional reasons were that police are usually the department that receives missing person calls—the focus of the SPPAL’s inaugural project—and the involvement of officers who have already sworn an oath. However, the representative suggested that provided sufficient funding, resources, and infrastructure were available, a project such as the Predictive Analytics Lab could equally be established as a “Community Solutions Lab”, independent of police services. Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019).


198 Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019). In these cases, the SPPAL’s algorithmic model has been shared with social service agencies, which tested the model in-house on their own data and provided the SPPAL with feedback. This prevented social services data from having to be shared with the SPPAL or the SPS at this stage for testing purposes.

199 Ibid.
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The work the SPPAL is engaged in has been described as an extension of the “Hub model” of tracking risk. This model involves systematic information sharing between social service agencies and law enforcement actors in order to monitor and flag individuals or communities that are considered to be marginalized and at risk. One of the key goals of the SPPAL is to predict risk and intervene at an earlier stage in an individual’s life, before they get to the point where someone would bring their case to a Hub program. A representative from SPPAL advised that, following deployment, the missing persons algorithmic model would be evaluated using methods developed by partners at the University of Saskatchewan.

The SPPAL’s current project is unique in that it claims to focus on preemptively identifying potential victims or those who may cause harm to themselves. These assessments are conducted using risk/need analysis and prevention strategies as opposed to predicting potential perpetrators as has been the case with the person-focused algorithmic policing programs in Chicago, New Orleans, and Los Angeles. However, the SPPAL intends to expand the scope of its algorithmic work to address other safety concerns and community issues such as repeat and violent offenders, domestic violence, the opioid crisis, and individuals with mental illness who have come into conflict with the criminal justice system. According to the SPPAL representative who was interviewed for this report, “We’re selecting complex problems where we feel like we can impact people who are vulnerable, to help them be safe, helping our communities be safe.”

4.2.3. Algorithmic Risk Assessments in the Criminal Justice System

Many person-focused algorithmic policing technologies take the form of algorithmic risk assessments. Such assessments purport to calculate a person’s level of ostensible risk, such as whether they are at high or low risk of violence or of reoffending. For example, in the United Kingdom, the Durham Constabulary uses the Harm Assessment Risk Tool (HART) to predict whether detained individuals are at low, moderate, or high risk of offending within a two-year period. The prediction is then used to influence officers’ decision whether to initiate a prosecution by laying charges against the individual in question, or instead refer the individual to a diversionary scheme involving an out-of-court rehabilitation
program. The HART model considers factors related to the individual’s offending behaviour, as well as age, gender, postcode, and intelligence reports.208

Person-focused algorithmic risk assessments can also be used elsewhere in the criminal justice system. While this report focuses specifically on the policing context, it is important to flag the algorithmic prediction systems at play in the pretrial (bail), sentencing, and corrections stages of the criminal justice system.209

What’s the definition of “at risk” and how do we label people who are at risk, and what definition of the idealized citizen are we operating on?

- Black Legal Action Centre (BLAC)210

Algorithmic risk assessment tools are used throughout the United States in pretrial proceedings regarding bail and post-trial proceedings regarding sentencing and parole. Canadian researchers, government agencies, and startup companies have begun considering algorithmic risk assessment instruments in bail as well.211 The Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) tool is widely used across the United States to assess a defendant’s risk of reoffending for the purposes of informing pretrial detention, sentencing, and parole decisions.212 The algorithm(s) underlying COMPAS is proprietary and not disclosed to defendants or their lawyers. It is reportedly derived from a set of 137 questions that are answered by the defendant or pulled from police data.213 The survey includes questions about the criminal records and behaviours of the defendant’s family and friends as well as questions related to the defendant’s education level and employment.214


210 Interview of Black Legal Action Centre by Cynthia Khoo (12 July 2019).


213 Ibid.

214 An investigation by ProPublica found that COMPAS produced disparate results for different racial groups, with Black defendants being more
Multiple studies in Saskatchewan have investigated algorithmic pretrial risk assessment methods with respect to pretrial detention and sentencing, with researchers noting that no such models have been deployed or validated in the Canadian context.\textsuperscript{215} The Ontario government has also begun to explore the use of a risk assessment tool similar to the COMPAS in pretrial detention decisions, and it has previously completed a feasibility study of such tools.\textsuperscript{216}

In the corrections context, researchers at the University of Saskatchewan are conducting a machine-learning project based on, and envisioned to replace, the Level Service Inventory - Ontario Revised (LSI-OR).\textsuperscript{217} The LSI-OR is an instrument that is used to carry out risk and needs assessments every six months for “all adult inmates undergoing any institutional classification or release decision, for all young offenders both in secure and open custody and for all probationers and parolees.”\textsuperscript{218} If this technology is adopted, it will serve as the first example in Canada of an algorithmic technology used in the corrections context to directly affect decisions about the liberty of individuals.

likely to be falsely labelled high risk than white defendants, while white defendants were more likely to be falsely labelled low risk: Ibid. While ProPublica’s characterization of the algorithm as racially biased was challenged by the developer and by a group of criminologists, the fact remains that Black defendants are more likely to bear the cost of the algorithm’s inaccuracies than are white defendants. See Northpointe Inc., “COMPAS Risk Scales: Demonstrating Accuracy Equity and Predictive Parity”, (8 July 2016) <https://www.documentcloud.org/documents/2998391-ProPublica-Commentary-Final-070616.html>; Anthony Flores et al., “False Positives, False Negatives, and False Analyses: A Rejoinder to ‘Machine Bias: There’s Software Used Across the Country to Predict Future Criminals. And it’s Biased Against Blacks.’” (September 2016) 80:2 Federal Probation 38 <https://www.uscourts.gov/sites/default/files/80_2_6_0.pdf>; Matthias Spielkamp, “Inspecting Algorithms for Bias” (12 June 2017) MIT Technology Review, <https://www.technologyreview.com/s/607955/inspecting-algorithms-for-bias>.
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The Hub Model of Community Safety

The Hub model is a form of person-focused risk forecasting that has been adopted by a number of Canadian government agencies. This type of program is known by various names, most commonly the “Hub model” in Saskatchewan or “situation tables” in Ontario and is described as follows:

Situation Tables offer a venue for service providers from various sectors (police, education, addictions, social work, mental health, etc.) to regularly convene and discuss clients who meet a defined threshold of risk. The intent of these discussions is to formulate a plan of intervention that mobilizes multiple sectors, collaborating to provide services and support to the individual or families. In order to mitigate risk before harm occurs, Situation Tables aim to connect clients to services within 24 to 48 hours of a case being presented to the group.

Situation tables are intended to facilitate ameliorative responses to those deemed at risk as well as to gain efficiencies by integrating public service silos, so persons in need do not fall into the cracks between different government agencies. There were approximately 100 situation tables across Canada as of 2016. The number of agencies, ministries, and organizations discussing and sharing sensitive information about a particular person or family can vary. One hub in Prince Albert, Saskatchewan involves at least thirteen while the “connectivity tables” in Waterloo, Ontario feature up to thirty.

This widespread adoption of the Hub model is noteworthy because it relies on a distinctive system of information sharing between law enforcement actors and other public sector services. The Hub model is not included as an example of algorithmic policing technology per se because it remains unclear whether the methodology adopted in the model relies on algorithms when the agencies involved are determining risk levels for a given individual or family. Nevertheless, the potential use of Hub model data in algorithmic policing methods was recognized by Public Safety Canada in 2015 when it reported that “[i]ntegrated health, social services, education and criminal justice data analysis will help to identify and plan predictive risk patterns at local, regional and provincial levels.” In 2019, VICE Motherboard
reported that sensitive information had been collected into Risk-driven Tracking Databases (RTDs) in Ontario and Saskatchewan in order to generate individual and community risk profiles. According to the former Ministry of Community Safety and Correctional Services (now the Ministry of the Solicitor General) in Ontario, the RTD “can be used by communities to collect information about local priorities (i.e., risks, vulnerable groups, and protective factors) and evolving trends.” The Ministry recommended using this data “in conjunction with other local data sources from various sectors.”

---
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4.3. Algorithmic Surveillance Tools

Algorithmic technologies are used by law enforcement authorities to power or assist their surveillance activities. There is a range of algorithmic surveillance technologies, including automated licence plate readers, social media surveillance software, facial recognition technology, and social network analysis algorithms, available to law enforcement actors and currently in use in Canada. This section provides an overview of each of these technologies and discusses how they have been, or are being, used or considered by Canadian law enforcement authorities.

4.3.1. Automated Licence Plate Readers

An automated licence plate reader (ALPR) is “a license plate recognition application whereby vehicles observed by infrared cameras have their license plates read, recorded and checked against a preloaded database using pattern recognition software.” Cameras are mounted on police vehicles and scan licence plates on parked or moving vehicles as the police vehicle drives on public roadways, or cameras are installed in fixed positions along motorways where they scan licence plates as motorists drive by on the highway. The technology is used across Ontario, British Columbia, Saskatchewan, Alberta, Nova Scotia, Quebec, and Prince Edward Island by law enforcement authorities. ALPR systems enable surveillance and profiling through the systematic collection of bulk data such as the date, time, and geolocation of vehicles and the registration information (i.e., identity information) associated with those vehicles. In 2017, the Information and Privacy Commissioner of Ontario published a set of non-binding guidelines that proposed necessary oversight and controls on how the tool should be used, given the substantial amount of information that can be obtained and analyzed through the use of this tool. The BC Information and Privacy Commissioner also investigated the use of ALPR technology by the Victoria Police Department in partnership with the RCMP and compelled the local agency to modify the technology to comply with BC privacy law.

4.3.2. Social Media Surveillance

Social media surveillance involves using algorithms to mine personal information from social media platforms. Such surveillance is intended to gather information about and from individuals’ online activities, and it attempts to detect patterns among and connections between users. Non-algorithmic social media surveillance has been used to monitor online activity around events such as protests by equality-seeking social movements, and that use has raised concerns for the human rights impact.
of more powerful, algorithm-driven versions of such tools. Software by Media Sonar provides a prominent example of social media surveillance technology. This Ontario-based company was banned from the Twitter and Instagram platforms in 2016 for violating the social media companies’ privacy policies. The bannings followed the American Civil Liberties Union’s (ACLU) revelation that the company had been encouraging law enforcement agencies to identify “threats to public safety” by tracking protest-related keywords, such as #BlackLivesMatter and related hashtags.

At least two Canadian police services, the Calgary Police Service (CPS) and the Toronto Police Service (TPS), have previously used Media Sonar. A member of law enforcement from Calgary stated in May 2019 that although the CPS had previously used software to monitor for “upcoming protests” or “to get a feel for what might be happening,” it no longer used Media Sonar or any other social media mining software because the companies had become less useful after losing their access to major social media platforms such as Facebook and Twitter. The CPS has a written policy that addresses Internet investigations and criminal intelligence, which encompasses gathering information from social media websites. Under the policy, officers may collect publicly available data, including data processed by third-party social network aggregators and software. Officers are restricted, however, to collecting only information that is linked to a specific investigative purpose, including “threat-related information.” The policy does not define what “threat-related information” means nor does it restrict the CPS from using products like Media Sonar in the future, should they become useful once more for investigations.

The TPS has used a social media analytics product by Sysomos, a Toronto-based company that was acquired by media intelligence company Meltwater in April 2018. Meltwater made the following statement about the acquisition: “In order to enhance the search and analytics experience in the Sysomos Platform, we will leverage the AI models and information extracted from the unstructured...
web by Meltwater.” Meltwater has also marketed itself to law enforcement agencies in the UK and the US.\(^{239}\) The extent to which TPS continues to use Meltwater/Sysomos software or any other social media surveillance software is unknown. (The law enforcement representative interviewed was not part of the relevant unit and could not speak to the matter.)\(^{240}\)

In 2019, investigative reports described the RCMP’s expanded use of social media monitoring software that was provided by a company, Carahsoft, in the United States.\(^{241}\) The software, called Social Studio, was developed by Salesforce to collect and analyze open source bulk data of social media content. The RCMP used the software as part of “Project Wide Awake.” Project Wide Awake involved analyzing social media content in the course of active investigations as well as in a systematic and proactive manner to attempt to predict crime that might happen in the future. In November 2019, CBC News learned through FOI requests that the RCMP had launched an internal audit of its monitoring and collection of social media data across Canada to determine the legality of its practices.\(^{242}\)

In April 2020, the RCMP released a contract tender that indicated that the RCMP is seeking to expand the reach of its social media surveillance capabilities.\(^{243}\) According to the contract tender, one of the “mandatory” features of the software that the RCMP seeks to purchase is that the software must be able to do the following: “harvest and structure data into data-sets” that must be stored on servers located in Five Eyes countries; access “dark web (DarkNet) data sources”; and create a searchable database that aggregates “data sources automatically, anonymously, and continuously” in order to collect and index data.\(^{244}\) The RCMP indicates in its tender that the technology “must provide a minimum of fifteen data sources as well as two Darknet data sources or a custom / proprietary algorithm”.\(^{245}\) Examples of data sources include: social networking sites (such as Facebook), micro-blogging sites (such as Twitter or Tumblr), photo and video sharing sites (such as Instagram and YouTube), personal blogging sites, virtual worlds (such as World of Warcraft and Farmville), “location based services” (including “Check-ins, Facebook Places, Foursquare, Yelp”), group buying sites (such as Groupon), and “social bookmarking and news aggregation” sites (such as Digg and Delicious).\(^{246}\)


\(^{240}\) Interview of a law enforcement representative in Canada by Yolanda Song & Cynthia Khoo (28 June 2019).


During informal consultations for this report, the authors learned that the Ontario Provincial Police may have designed and is now using an algorithmic surveillance technology known as the “ICAC Child On-line Protection System (ICACCOPS).” Based on information received during this informal consultation, it appears that the ICACCOPS software is a technology that is designed to scan online chat rooms, use some automated technological means (of unknown sophistication level) to keep the chat room ‘open,’ so messages do not automatically disappear at the conclusion of the conversation, and scrape and store the content of the chat room conversations into a searchable database that is accessible to law enforcement authorities. Reportedly, the technology appears to enable law enforcement authorities to gain access to particular private chat conversations, such as chat conversations involving two or few participants alone, including chat rooms that are password-protected. It is also reportedly the case that at least the OPP as well as the Waterloo Regional Police Service (WRPS) have used this technology without seeking judicial approval in the form of a warrant, despite the fact that the use of this technology appears to enable law enforcement authorities to intercept private communications. While there is little information publicly available about the ICACCOPS database and no reported criminal cases in Canada where the use of the ICACCOPS database has become public knowledge, the front end of the software is available online. In at least one criminal case that was before the courts in Ontario (where the use of the ICACCOPS technology by the OPP and the WRPS became known), a Crown prosecutor reportedly conceded that the investigative technique did constitute an “interception” within the meaning of Criminal Code provisions that relate to intercepting private communications, though the Crown planned to argue that prior judicial authorization might not be required on the theory that it is open source material. The case was discontinued by the Crown at a later date, so did not result in further litigation or any judicial decisions on that point of law.

at 45.


248 Intercepting private communications is a law enforcement technique that requires obtaining prior judicial approval in the form of a wiretap warrant under the Criminal Code, and it is an offence in Canada to intercept private communications without lawful authority: R v TELUS Communications Co, 2013 SCC 16; R v Jones, [2017] 2 SCR 696; R v Mills, 2019 SCC 22. The precise manner in which these wiretap-related provisions of the Criminal Code apply will partially depend on the capabilities of the ICACCOPS technology, and the use to which it is put. Some complicating factors may arise depending on the geographic location of law enforcement authorities that operate the technology. However, based on information that is known, if the OPP is obtaining ongoing access to a technology that “interjects itself into the communication process in real-time through technological means” (R v Jones, [2017] 2 SCR 696 at para 72) it would likely meet the definition of an interception under the Criminal Code. It is an offence under section 184 of the Criminal Code to intercept private communications without lawful authority. Pursuant to sections 193(1), (2)(b), and 2(e) of the Criminal Code, it is also an offence under section 193 of the Criminal Code to “use” unlawfully intercepted private communications, even for the purpose of a criminal investigation. Exemptions from this offence are set out in relation to “disclosure” of such private communications. The offence of unlawfully using intercepted private communications has not previously been the subject of focused judicial analysis in Canada, although the related language in section 193 in regards to “disclosure” of intercepted private communications was considered in Wakeling v United States of America, 2014 SCC 72. Even assuming the provisions under the Criminal Code do not strictly render the use of ICACCOPS in Canada to be unlawful offence, there would nevertheless be significant constitutional concerns under section 8 of the Charter if Canadian law enforcement authorities were permitted to circumvent the strict privacy safeguards under the wiretap-related provisions of the Criminal Code by knowingly relying on unlawfully intercepted private communications that were intercepted by foreign law enforcement authorities and made accessible on a real-time basis in Canada.


250 It does not appear that the Crown’s position is correct that the chat room conversations are truly “open source” materials, given the tool appears to scrape even password-protected conversations, including conversations in chat rooms that may have as few as only two people in them: see R v Mills, 2019 SCC 22 at para 24; R v Marakah, 2017 SCC 59 at paras 28 and 55.
While the OPP designed the tool, the authors received information that the OPP made contact with their United States counterparts about the tool, and the ICACCOPS database is now being operated and maintained in the United States for use by law enforcement authorities, with access being given to investigators, for example, at the OPP and the WRPS. The OPP and the WRPS will be the first Canadian law enforcement authorities publicly reported to have used this technology. In a 2018 document concerning funding for further research to expand the surveillance capability, the United States Department of Justice implicitly suggested that the ICACCOPS technology was one of potentially multiple technologies that were designed to “efficiently and effectively parse through digital evidence, expedite evidence collection and transfer of digital files, facilitate decryption, address mobile chat encryptions, automate data intelligence, and support [the Internet Crimes Against Children (ICAC) Task Force program].”251 In particular, one application for funding submitted to the Department of Justice stated that the “ICACCOPS supports investigations of Internet chat rooms, online solicitations, enticements and dark web activity.”252 The authors of this report did not receive any information through FOI requests that disclosed that the OPP may be using this technology.

The Ottawa Police Service’s Strategic Operations Centre (OPSOC) has reportedly also deployed a form of social media surveillance. According to an article by VICE Motherboard, OPSOC provides “virtual backup” to patrol units of the Ottawa Police Service by performing real-time analyses of information obtained from police databases and online sources. These analyses are meant to provide officers with situational awareness of a given scene. It is not publicly known at the time of writing whether OPSOC currently has, or uses, any form of algorithmic or predictive analytics. The OPSOC is, however, reported to be developing algorithmic capabilities to supplement its current capabilities.253

4.3.3. Facial Recognition

Facial recognition software is a biometric identification technology that uses “computer algorithms to pick out specific, distinctive details about a person’s face from a photograph, a series of photographs, or a video segment. These details, such as the distance between the eyes or the shape of the chin, are then converted into a mathematical representation and compared to data on other faces previously collected and stored in a face recognition database.”254 Facial recognition may take the form of “one-to-one”, which compares a face to a specific individual’s photo in a database to verify that person is who they claim to be, or “one-to-many”, which compares a face to all photos in a database to identify who a person is.255

---


Mug-shot photographs are collected under the Identification of Criminals Act, which provides that individuals may be photographed without their consent if they are charged with, convicted of, or alleged to have committed an indictable offence.²⁵⁶ Both the Calgary Police Service (CPS) and the Toronto Police Service (TPS) use facial recognition software from NEC Corporation—confirmed to be NeoFace Reveal in the case of the CPS²⁵⁷—to search photographs and composite drawings of unknown individuals against the agencies’ mug-shot databases. The CPS also retains unidentified images to search them against new mug-shot photos that are subsequently collected.²⁵⁸ The Ottawa Police Service (OPS) conducted a three-month long pilot program with NeoFace Reveal, ending in March 2019, and has stated that they are not currently using the product.²⁵⁹ The Edmonton Police Service (EPS) has also recently announced that it plans to use facial recognition technology in relation to its mug-shot database by later in 2020.²⁶⁰ Similarly, it became known in 2020 that York Regional Police has budgeted $1.68 million in 2019 to acquire a facial recognition and automated palm and fingerprint recognition system at some point between 2019 and 2021.²⁶¹ The Peel Regional Police Service confirmed that they will also be obtaining a license to use the same system.

Both the CPS and the TPS state that facial recognition matches are not meant to be used as indisputable positive identification and, instead, are meant only to provide investigative leads.²⁶² Prior judicial authorization is not obtained before specialized CPS or TPS staff conduct a facial recognition inquiry with this software.²⁶³ In 2012, British Columbia’s Information and Privacy Commissioner found that the VPD was using facial recognition technology and driver’s licence photographs, which were held by the province’s public automotive insurer, without seeking individual consent or obtaining prior judicial authorization.²⁶⁴ The Commissioner ordered the warrantless practice be discontinued.

---

²⁵⁶ Calgary Police Service, “Facial Recognition Technology, Ref #IN-006-1” at 1 (obtained through freedom of information request 18-G-1921); Identification of Criminals Act, RSC 1985, c I-1, s. 2(1); Identification of Criminals Act, RSC 1985, c I-1, s. 2(1).


²⁶³ Ibid. at 3.

TO SURVEIL AND PREDICT

As of February 2020, federal and provincial privacy regulators were investigating the use of a facial recognition company called Clearview AI following reporting that the company was selling its services to over 600 law enforcement agencies, primarily in the United States.265 Clearview AI reportedly scraped approximately 3 billion images from the Internet and aggregated the images for use in law enforcement investigations. Continued media reporting in Canada led to the revelation that the RCMP, members of the Calgary Police Service and Edmonton Police Service,266 and multiple policing services throughout Ontario, including the TPS, the Peel Regional Police Service, Halton Police Service, Ottawa Police Service, Durham Regional Police Service, Niagara Regional Police Service, and Hamilton Police Service had used Clearview AI.267 These revelations occurred only after some agencies had denied using the tool, purportedly due to not realizing individual officers had engaged in unauthorized use of Clearview AI in their work.268 Moreover, FOI records indicated that the RCMP “denied using facial recognition software on Canadians three months after it had entered into a contract with controversial U.S. company Clearview AI”, according to reporting by The Tyee.269 Although Clearview AI announced in July 2020 that it will no longer offer facial recognition services in Canada, and has indefinitely suspended its contract with the RCMP,270 it is only one of many companies offering such services. Facial recognition technology as a category remains an ongoing issue in Canada.

Facial recognition technology has also been the focus of widespread concern and increasingly decisive action in the United States. As of writing, four cities have banned the use of facial recognition technology by government and law enforcement: Boston and Somerville in the state of Massachusetts,271 and San Francisco and Oakland in the state of California.272 Additionally, in June 2020, the Association


266 “Both the Calgary Police Service and the Edmonton Police Service had denied use of the software earlier this month, but both have since come forward with reports that several of their officers had tested the Clearview AI software. Staff Sgt. Gordon MacDonald, of the Calgary police criminal identification section, said the service wouldn’t be interested in software that uses open-source images due to ethical concerns.” Alanna Smith, “Two Calgary officers tested Clearview AI facial-recognition software”, Calgary Herald (29 February 2020). <https://calgaryherald.com/news/local-news/two-calgary-officers-tested-clearview-ai-facial-recognition-software/>.


for Computing Machinery (ACM) United States Technology Policing Committee (USPTC) publicly called for “an immediate suspension of the current and future private and governmental use of facial recognition (FR) technologies in all circumstances known or reasonably foreseeable to be prejudicial to established human and legal rights.”\(^{273}\) In its statement of principles, the ACM USPTC provided its findings that facial recognition technology is “not sufficiently mature and reliable to be safely and fairly utilized without appropriate safeguards against adversely impacting individuals, particularly those in vulnerable populations” and that “its use has often compromised fundamental human and legal rights of individuals to privacy, employment, justice and personal liberty”.\(^{274}\)

Major technology players have added their weight to concerns about facial recognition, contributing to a rising tide questioning the value and impacts of the technology. IBM publicly withdrew from any further development or sales of facial recognition technology, citing concerns with racial profiling by police.\(^{275}\) Microsoft stated that it would refuse to sell its facial recognition technology to police services until there are federal laws in place that regulate its use.\(^{276}\) Amazon imposed on itself a one-year moratorium on sales of facial recognition technology to police services, ostensibly to “give Congress enough time” to implement regulations.\(^{277}\) Google has also indicated support for a temporary ban on facial recognition technology.\(^{278}\) In 2019, Axon Enterprise (formerly TASER) banned facial recognition systems from its body cameras.\(^{279}\) While these industry stances have been critiqued for being insufficient, self-serving, opportunistic, or ineffectual,\(^{280}\) that even dominant purveyors of facial
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\(^{273}\) The ACM is “the world’s largest educational and scientific computing society” and its USTPC “serves as the focal point for ACM’s interaction with all branches of the US government, the computing community, and the public on policy matters related to information technology.” “ACM US Technology Policy Committee Urges Suspension of Private and Governmental Use of Facial Recognition Technologies” (30 June 2020), Association for Computing Machinery <https://www.acm.org/media-center/2020/june/ustpc-issues-statement-on-facial-recognition-technologies>.


recognition technology have seen fit to make such commitments to any extent is further indication of the high-risk nature of this technology, with respect to its impacts on constitutional and human rights and freedoms.\(^{281}\)

### 4.3.4. Social Network Analysis

Social network analysis (SNA) “is based on the premise that the relationships between individuals can inform and even predict an individual’s behavior.”\(^ {282}\) SNA “uses statistical and visualization techniques to describe how social actors are affected by those around them and, in turn, how these individuals affect the actors they are connected to, and how the set of actors and relationships between them affect real-world behavior”—such as criminal activity.\(^ {283}\) The availability of machine learning combined with the rise of social media surveillance, licence plate recognition, facial recognition technologies, and other mass surveillance tools to aggregate information has led various law enforcement agencies to focus their attention on the potential uses of SNA in the context of algorithmic policing.\(^ {284}\)

In addition to the Calgary Police Service engaging in SNA as described above in Section 4.2.1 (“Calgary Police Service: Palantir and IBM i2 Analyst Notebook”), a paper commissioned by Public Safety Canada in 2012 developed and proposed an SNA tool. This tool would have automatically detected criminal organizations within large social networking data sets, and would have been based on co-offender network analysis of police data from British Columbia.\(^ {285}\) Further, in its *Policy on eliminating racial profiling in law enforcement*, the Ontario Human Rights Commission identified social network analysis as a potential source of adverse impacts on racialized communities where algorithmic policing is involved.\(^ {286}\)

---

281 For a detailed analysis of facial recognition technology and its high risk of violating and degrading the right to privacy, see “IN FOCUS #5: Facial Recognition Technology and the Erosion of Privacy Rights” in Section 5.2.4 (“Data Accuracy: Inaccurate Data and Inaccurate Algorithms”) of this report.
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4.4. Limitations of Research Findings

The findings in Part 4 describe how law enforcement agencies across Canada have started to consider, develop, or use a variety of algorithmic policing methods. However, this review does not necessarily represent a complete factual record of the extent to which law enforcement agencies across Canada use or are developing algorithmic policing technologies. There are at least three reasons for why this is so: lack of transparency on the part of law enforcement regarding their use of new police surveillance technologies, barriers to access to information in Canada’s FOI request processes, and law enforcement’s ability to claim privilege over information that would otherwise be disclosed in response to an FOI request. The remainder of this section will discuss each of these research limitations.

First, generally speaking, law enforcement has historically been reticent to disclose their use of novel police surveillance technologies. Avoidance of disclosure regarding the use of novel surveillance technology includes, for example, dropping criminal charges seemingly in order to avoid having to reveal details about the use of cell site simulators (also known as IMSI catchers), which simulate cell phone towers in order to capture personal data from people’s mobile phones. It is unfortunately not unusual for the Canadian public to become aware of the use or development of novel policing technologies only after they have been used or tested by police agencies for extended periods.

Transparency is an essential component of existing police oversight and accountability mechanisms in Canada, without which lawmakers cannot provide guidance to or appropriately regulate law enforcement authorities. Transparency also enables policymakers and the public to more effectively consider and develop informed law and policy with regard to the range of limitations that are required to safeguard constitutional and human rights and balance the public interests at stake. Nonetheless, despite some transparency measures being in place, the point remains that it would not be realistic to assume that the public in Canada currently has access to the complete factual record regarding the extent to which algorithmic policing technologies are currently in use.

Second, there are multiple challenges associated with FOI request processes in Canada. These challenges include, for example, significant delay, the difficulty of crafting sufficiently broad or accurately specific request terms, high processing fees, and the high number of law enforcement institutions and related agencies at the municipal, provincial, and federal levels. It is, therefore,
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287 For example, in 2017, the public learned that the RCMP implemented a controversial meta-data analysis program only after the program was later abandoned by the agency: Jim Bronskill, “RCMP created metadata-crunching tool to glean criminal intelligence”, Global News (9 May 2017), <https://globalnews.ca/news/3437034/rcmp-created-metadata-crunching-tool-to-glean-criminal-intelligence/>. See also, Kate Allen & Wendy Gillis, “Toronto police have been using facial recognition technology for more than a year”, Toronto Star (28 May 2019), <https://www.thestar.com/news/gta/2019/05/28/toronto-police-chief-releases-report-on-use-of-facial-recognition-technology.html>.


impossible to conclude that the documents relied on in writing this report are exhaustive of the algorithmic policing technologies used or being developed by Canadian law enforcement agencies. As one example of the inadequacy of the FOI request process, in May 2019, the public became aware that the TPS had purchased a facial recognition system in March 2018 and had not disclosed this to the public.\textsuperscript{290} The authors of this report had previously submitted an FOI request to the TPS, which included a broad request for records relating to facial recognition during a time period that included March 2018. The TPS did not provide any information or responsive documents regarding the use of facial recognition, despite the fact that it is now known that the police service spent $451,718 on a facial recognition system during the time period that was the subject of the FOI request.\textsuperscript{291} Several FOI requests from various agencies remain outstanding even at the time of writing.

Third, in many cases, FOI requests were returned with responses that claimed privilege—i.e., an assertion that the responding agency is not disclosing, and is not required to disclose, the requested materials for legal reasons. Based on these responses, some law enforcement agencies may be asserting privilege with respect to some algorithmic policing methods that are under development or in use if the agency is taking the position that such methods are subject to investigative privilege. Investigative privilege is invoked by government agencies and, where legitimate, it permits law enforcement actors to keep certain police techniques confidential that would otherwise be disclosed in a given legal process (e.g., through an FOI request). Such privilege must be established by the law enforcement actor on a case-by-case basis. To establish a valid claim of investigative privilege, the information in question must: 1) be used by a police agency in a law enforcement capacity, 2) not be publicly known, and 3) capable of assisting potential offenders to interfere with or defeat police investigative functions if disclosed.\textsuperscript{292} Due to time constraints, the authors have not appealed these claims specifically to information and privacy commissioners to adjudicate the appropriateness of law enforcement actors’ invocation of investigative privilege; as such, it remains to be seen if their claims of privilege with regard to algorithmic policing technologies are valid or not.\textsuperscript{293}

4.5. Concluding Comments: The Current State of Algorithmic Policing in Canada

In sum, the findings in Part 4 showcase that algorithmic technologies are being used, are in development, or are under consideration in a variety of policing-related contexts in Canada. At least two police services, the Vancouver Police Department and the Saskatoon Police Service, have developed or are developing algorithmic policing technologies for the purposes of guiding police action and


\textsuperscript{292} \textit{R v Amer}, 2017 ABQB 651 at para 37.

intervention. Other police services, such as in Calgary and Toronto, have acquired technological tools that jurisdictions outside of Canada have leveraged to build algorithmic policing systems. Additionally, numerous law enforcement agencies use algorithmic surveillance technologies (e.g., automated licence plate readers, facial recognition, and social media monitoring algorithms) or are developing such technologies.

At the same time, based on the formal research interviews and desk research conducted for this report, the use of algorithmic policing systems does not appear to be widespread in Canada, even if the factual record on this point is not definitive. The relatively low level of adoption of these technologies by Canadian police services may be the result of a number of potential factors, including policymakers’ and law enforcement agencies’ cautious approaches to adopting or integrating algorithmic technologies, or budgetary or resource constraints that have limited the procurement or use of these technologies.

It is against the backdrop of the research findings presented in Sections 4.1 through 4.4 that a legal and policy analysis of the human rights and constitutional law implications of algorithmic policing technologies is set out in Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”). Despite the seeming (at time of writing) relative absence of widespread development or adoption of these technologies in Canada, it is evident from the research findings presented above that algorithmic policing technologies are being used, are in development, or are under consideration in a variety of law enforcement-related contexts in Canada. As such, an analysis of these technologies through the lens of human rights and constitutional law is not only warranted, but overdue. It is through assessing the human rights and constitutional law implications of this class of law enforcement technologies that society can ensure that their use or potential development does not unjustly violate the fundamental human rights and freedoms of impacted individuals and communities.
5. International Human Rights and Charter Rights Implications of Algorithmic Policing

Algorithmic policing technologies raise a range of legal and policy issues that cut across several human rights protected in the *Canadian Charter of Rights and Freedoms* (“the Charter”)\(^{294}\) and in international human rights law. Part 5 of this report presents and analyzes the implications of the use of algorithmic policing technology through the lens of several of these rights. Canadian and international human rights law both guarantee the human rights examined in this report; accordingly, each right is analyzed under both legal regimes.

Section 5.1 provides a background overview of the domestic and international laws that govern Canada’s human rights obligations and introduces the authors’ approach to the human rights analysis of algorithmic policing technologies. The subsequent sections in Part 5 each analyze algorithmic policing through the lens of a specific human right: the right to privacy (Section 5.2); the right to freedom of expression, peaceful assembly, and association (Section 5.3); the right to equality and freedom from discrimination (Section 5.4); the right to liberty and to be free from arbitrary detention (Section 5.5); the right to due process (Section 5.6); and the right to a remedy (Section 5.7). Each section briefly introduces the right being considered and how it is protected in Canadian and international law, then it analyzes the specific issues and concerns that algorithmic policing technology raises with respect to that right.

5.1. Introduction to a Human Rights Analysis of Algorithmic Policing

Canada’s human rights obligations are governed by the *Charter*, quasi-constitutional domestic legislation, and the international human rights instruments it has ratified. All government action must comply with these laws, including actions involving algorithmic policing methods that law enforcement engages in. The legal analysis presented throughout this report explicitly draws on international human rights law as a complementary source of Canada’s human rights obligations for two reasons.

First, international human rights law can provide an international, normative moral force that holds governments and businesses to certain overarching human rights standards and obligations. International human rights law acts as an external standard by way of providing a frame of reference against which Canadian state (in)action is measured. This is particularly so when governments must consider what use to make, if any, of emerging technologies, or technologies that have not yet been exposed to independent legal scrutiny. Such technologies can often raise novel issues that have not yet been the subject of constitutional litigation in Canada.

Second, international human rights obligations are a component of Canada’s legal system. Canada is obligated to comply with and implement its international human rights law commitments under the international legal system. Within the domestic legal system, prohibitive rules of customary international law are automatically incorporated into domestic law, and international treaties or conventions become binding in Canadian law if given effect through Canada's domestic law-making process. Of course, it is true that, as a sovereign state, Canada may override international treaty and customary law through domestic legislation that contradicts these commitments. Nevertheless, domestic legislation must comply with Canada's constitution. When applying the Charter, its text will often be interpreted to provide protection at least as great as that afforded by similar provisions in international human rights documents to which Canada is a party.

As a result, if police practices that relate to the use of algorithmic policing technology violate international human rights obligations, the Canadian government is responsible for taking legislative or other appropriate action to bring such police practices into compliance with those obligations. Further, all domestic legislation must be compliant with the Charter, the interpretation of which is informed by international human rights obligations.

Public information about the extent to which algorithmic policing technologies are used in Canada is incomplete. As a result, the legal and policy analyses in Sections 5.2–5.7 are necessarily prospective. In some cases, the analyses are hypothetical insofar as they are based on the relevant literature, cases, and studies of algorithmic policing technologies in other jurisdictions, particularly the United States and United Kingdom. Some issues—such as the black box problem, feedback loops, and automation bias—appear more than once throughout the human rights analysis due to their cross-cutting nature and because they engage multiple rights simultaneously.

Given the rapid advancement of technology and its tendency to outpace legal safeguards for human rights, this report’s analysis serves as a guide to potential human rights concerns that must be taken into account if—and before—Canadian police services continue or expand the use of algorithmic policing technology. In the absence of caution and due diligence, there is a severe risk of human rights and Charter rights becoming an afterthought in relevant laws, policies, and discussions, rather than a necessary starting point.
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296 Ibid.
297 Kazemi Estate v Islamic Republic of Iran, 2014 SCC 62 at para 150.
298 The explanation for why information is incomplete is due to the challenges outlined in Section 1.2 (“Methodology”) and Section 4.4 (“Limitations of Research Findings”). It includes assertions of privilege, the unfulfilled FOI requests, lack of transparency among some police services, and lack of publicly available information regarding uses of the examined technologies by Canadian police services.
This report focuses on the constitutional and human rights obligations of the Canadian government and Canadian law enforcement agencies, but the private sector also plays a role in developing and implementing law enforcement technologies, including in algorithmic policing. Many of the policing strategies examined in this report require technology and technological assistance from private companies. In some cases, police services purchase off-the-shelf solutions, such as PredPol, which is developed and owned entirely by a private company. In other cases, law enforcement agencies may work together with private companies to develop a predictive policing program. For example, the Vancouver Police Department developed its GeoDASH system in partnership with Latitude Geographics, and the Toronto Police Service has explored a collaboration with Environics Analytics in its data-driven policing solutions.

While international human rights obligations primarily rest with states, businesses also have responsibilities to respect human rights under the United Nations Guiding Principles on Business and Human Rights (“Guiding Principles”). These responsibilities are independent from, and supplementary to, businesses’ obligations under domestic legislation. The Guiding Principles set out best practices for businesses while also delineating governments’ obligations to hold businesses accountable for human rights violations caused by their activities. Domestically, Quebec’s Charter of Human Rights and Freedoms also applies to private actors and could potentially establish a cause of action for human rights breaches caused by private companies.

In the context of algorithmic policing, these obligations mean that private actors, such as Palantir Technologies, Environics Analytics, NEC Corporation, IBM, ShotSpotter, Clearview AI, and others, have an international normative responsibility to assess the demonstrated and potential impacts of their business activities on human rights. Companies must demonstrate sensitivity to the ways in which their operations could affect the human rights of marginalized and vulnerable populations. Such populations include “[I]ndigenous peoples; women; national or ethnic, religious and linguistic minorities; children; persons with disabilities; and migrant workers and their families.” Meeting these responsibilities would require companies to engage in due diligence regarding their potential human rights impacts. Due diligence includes consultation with racialized and other disproportionately
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criminalized communities.\textsuperscript{303} and addressing adverse human rights impacts that are caused by their technologies and services, including impacts on the right to privacy and the right to equality and non-discrimination.\textsuperscript{304}

The integrated involvement of private businesses—specifically multinational technology companies—in traditional government functions such as policing also raises questions concerning corporate social responsibility and technology ethics. These questions about the human rights consequences of technological advances have motivated broader cultural discourse that interrogates the governing power of the contemporary technology sector.\textsuperscript{305} driven by both external and internal critics.\textsuperscript{306}

While private sector activities are not the main subject matter of this report—which focuses on the algorithmic policing activities of law enforcement agencies, including their use of private sector technologies—the authors note throughout where the involvement of private businesses is particularly salient to a given issue. Further, these companies and their potential to detrimentally affect the ability of individuals and marginalized communities to exercise their guaranteed human rights warrants further research in their own right.

\textsuperscript{303} Ibid, at page 19.

\textsuperscript{304} Ibid, at pages 20-21.


5.2 Right to Privacy

Algorithmic policing technologies engage the right to privacy as a result of the data collection, processing, and disclosure methods that these technologies rely on in order to draw inferences and forecast or reveal information about individuals. Research findings in Part 4 indicated that Canadian law enforcement agencies are beginning to adopt different kinds of algorithmic policing technologies and may choose to expand their use of such technology in the future. Protections for privacy must be integrated at the forefront of existing and future initiatives because the data collection and processing capabilities associated with algorithmic policing technology may threaten the public’s right to be secure against privacy invasions. Without adequate limits and oversight that ensure any use of such technology is necessary and proportionate to legitimate aims, unchecked authority to use algorithmic policing technologies risks leaving individuals with unlawfully attenuated privacy rights—never knowing when, and to what extent, the state is monitoring and recording them.

Privacy is a fundamental human right that is recognized in the Universal Declaration of Human Rights, and the American Declaration of the Rights and Duties of Man (the “Bogota Declaration”, covering North and South America), and it is protected in international instruments such as the International Covenant on Civil and Political Rights (ICCPR) and the Convention on the Rights of the Child. The right is essential to human dignity and autonomy, and it is foundational in a free and democratic society. Privacy “gives us a space to be ourselves without judgement, allows us to think freely without discrimination, and is an important element of giving us control over who knows what about us.”

Two overarching features of legal protection for privacy are most pertinent when assessing algorithmic policing technology. First, Canadian and international human rights law provide protection for a zone of privacy. The UN High Commissioner for Human Rights (OHCHR) has defined privacy as a “presumption that individuals should have an area of autonomous development, interaction, and liberty” which is free from state interference. In Canadian law, the protected zone of privacy is defined aspirationally insofar as the zone is associated with what individuals should be entitled to expect. The zone of
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308 Inter-American Commission on Human Rights (IACHR), American Declaration of the Rights and Duties of Man, 2 May 1948, adopted by Canada in 1948, art 5.
privacy does not depend on artificial distinctions between public and private spaces.\textsuperscript{314} or public and private information.\textsuperscript{315} The right must be applied in a way that is equally meaningful for all individuals, especially given the vulnerabilities that are experienced by particular communities (i.e., racialized, socio-economically disadvantaged, or otherwise historically marginalized groups).\textsuperscript{316} The OHCHR and Supreme Court of Canada have recognized that protecting informational privacy, which covers information about a person and their life, is particularly crucial in today’s digital society.\textsuperscript{317}

Second, constitutional safeguards and the ICCPR prohibit unreasonable invasions of privacy by law enforcement authorities or the government. Under the ICCPR, state interferences with privacy must be authorized by a sufficiently precise law and must be necessary and proportionate to achieving a legitimate aim that is the purpose of the intrusion.\textsuperscript{318} The Charter, under section 8, also recognizes that invasions of privacy by law enforcement authorities or the government are particularly damaging in a free and democratic society.\textsuperscript{319}

This Section 5.2 (“Right to Privacy”) sets out how algorithmic policing engages the right to privacy in four key ways. First, there are privacy concerns linked to the data collection that is often associated with algorithmic policing (Section 5.2.1). Second, the consolidation and processing of that data may lead to algorithmic inferences and outputs that implicate privacy rights and reinforce the need for oversight (Section 5.2.2). Further problems may arise when data is shared between law enforcement agencies, other government bodies, and the private sector (Section 5.2.3). Finally, the creation or use of data that is inaccurate may give rise to additional privacy issues (Section 5.2.4). The emergent conclusion from this analysis is that algorithmic policing technologies potentially threaten protected privacy interests in meaningful and novel ways. This prospective threat reinforces the need to establish limits on how law enforcement agencies can use technologies, such that their uses are proportional to the privacy interests at stake and governed by independent and meaningful oversight.

\begin{itemize}
    \item \textsuperscript{314} R v Wise, [1992] 1 SCR 527; R v Jarvis, 2019 SCC 10.
    \item \textsuperscript{319} R v Dyment, [1988] 2 SCR 417; see also Schreiber v Canada (Attorney General), [1998] 1 SCR 841.
\end{itemize}
5.2.1. Data Collection: Mass Surveillance and Public Space

Many algorithmic policing methods rely on the aggregation and analysis of massive volumes of data, such as personal background information, communications data, biometric data, geolocation data, or social media data. While law enforcement agencies may already possess some information or data sets that are used by algorithmic technologies, the algorithmic surveillance methods discussed in Part 4 tend to rely on, and enable, systematic collection of new data. New data collection methods obtain data from online or physical environments that law enforcement authorities assume are not protected by the right to privacy. In fact, assertions by law enforcement that information is somehow publicly or freely available to them to use for law enforcement purposes are controversial and often asserted because no technology-specific law exists yet that either permits or disallows the collection in the first place.

This section specifically focuses on data that is collected from locations that law enforcement authorities often assert or assume are unprotected under the Charter and international human rights law. These locations will be described as “public locations” for the purpose of this analysis. This section shows how algorithmic surveillance technologies may interfere with individual privacy and, therefore, infringe section 8 of the Charter and the right to privacy when those technologies are used by law enforcement in the absence of judicial oversight or limits defined by necessity and proportionality.

Law enforcement usage of sophisticated surveillance technologies “for forward-looking, ‘fishing expedition[s] in the hope of uncovering evidence of crime’” tends to pose acute constitutional and international human rights concerns. Three guiding factors clarify why safeguards are necessary when it comes to algorithmic surveillance methods that rely on the systematic collection of data from public locations: 1) data collection by a law enforcement agency in particular, as opposed to a civilian member of the public, attracts distinct oversight requirements under privacy law; 2) the availability of new, sophisticated methods of data analysis heightens the privacy consequences created by data collection; and 3) Charter and human rights law protects privacy as anonymity.

Data collection by law enforcement is distinct under privacy law: Individuals retain a unique expectation of privacy from law enforcement agencies. This expectation means that individuals retain a right to the protection of their privacy from law enforcement even if information has already been disclosed or made public for other purposes to non-law enforcement actors. While individuals...
do inevitably lose some degree of control over their personal information when it is shared with others, they may reasonably expect that the information will not be divulged further to (or collected by) law enforcement. The right to retain protection for information that has already been shared with third parties for limited purposes flows from the fact that “all information about a person is in a fundamental way [their] own, for [them] to communicate or retain for [themselves] as [they see] fit.”

The constitutional protection of persons’ (semi-) publicly available personal information is consistent with how public and private sector agencies are regulated under privacy legislation in Canada. For example, the Office of the Privacy Commissioner ruled in 2013 that government monitoring and collection of personal information from the personal Facebook page of Cindy Blackstock, a well-known Indigenous rights activist, violated the Privacy Act. The Privacy Act restricts the collection of personal information, “whether the personal information is available publicly or not.”

The availability of more advanced methods of data analysis heightens the privacy interests engaged by the collection of data. Analyzing whether law enforcement agencies’ data collection practices interfere with an individuals’ privacy requires an assessment of what the information reveals about individuals’ private lives and how the law enforcement agency might use the data. Viewed in isolation, some types of publicly available personal data may not appear to reveal sensitive or personal information. For example, a single social media post or the geolocation data of a vehicle at a single moment in time is relatively less revealing than other types of sensitive data such as medical records or what is communicated in one-on-one text messages or phone communications. However, when personal information is systematically collected so it can be linked and analyzed by algorithmic surveillance technologies, the privacy implications of the data collection practice can be significant. The aggregation and algorithmic analysis of data can potentially reveal a detailed picture about individuals that they may not expect to exist, let alone expect to be in the possession of the government. Indeed, it is the creation of this more detailed portrait of an individual’s private life that provides the reason for algorithmic surveillance-based tools—they collect and reveal information that is otherwise unavailable to law enforcement.
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327 This scenario assumes that the data collected and profile created of an individual is accurate and not distorted by bias or errors. Where such data or the resulting profile is inaccurate, it is not only the impacted individual’s privacy rights that are engaged (due to the initial data collection), but they may also be subjected to other harms that violate their other human rights, such as being wrongfully detained or arrested.
The Charter and human rights law protect privacy as anonymity: Algorithmic surveillance methods have the potential to undermine protected forms of anonymity in public life. The Supreme Court of Canada recognized that “some degree of anonymity is a feature of much Internet activity” when it held that law enforcement authorities must possess a warrant to obtain the subscriber information behind an IP address. Individuals often know little about the scope of their electronic footprint (and the extent to which electronic activity creates records at all), and they may be even less aware of the ways in which the anonymity of their electronic footprint may be undermined or extinguished through contemporary data-processing methods. The aggregation and analysis of metadata and other open source electronic records without judicial oversight could provide questionable access to information that the Supreme Court has said cannot be obtained through direct means. Privacy safeguards, including prior judicial authorization, are therefore necessary when law enforcement agencies collect and analyze content and metadata that is captured from online platforms or other environments where individuals operate freely with relative anonymity.

The social media surveillance methods described in Section 4.3 (“Algorithmic Surveillance Tools”) illuminate the aforementioned three reasons why such technologies need to be contained through oversight and limits that ensure necessity and proportionality of use. The RCMP has taken the position that they can use online social media surveillance because this form of surveillance relies on open source, or publicly available data. However, the RCMP’s position presents an oversimplification of the privacy interests at stake. First, when individuals use social media, they do not expect to have their information systematically collected by law enforcement. Second, social media platforms contain a wealth of information about individuals’ intimate lives, personal relationships, and everyday activities that is generally not provided by users for law enforcement purposes. Professor Teresa Scassa has pointed out that police often access this information in ways that do not alert users to the fact that they are being monitored or having their data used in a police investigation. As noted in Section 4.2 (“Person-Focused Algorithmic Policing”), the SPPAL has indicated that it intends to start mining social media data to enable its person-focused algorithmic policing technology, with some such collections potentially including social media data captured from vulnerable individuals such as minors. The privacy interests at stake are further heightened when social media data is systematically collected over time and analyzed to generate an even more revealing picture of an individual. Third, online social media engagement is an example of the freedom that anonymity enables in public space. In online

thus violating their rights to liberty and to be free from arbitrary detention.


330 R v Spencer, [2014] 2 SCR 212 at para 38-50: “[t]he mere fact that someone leaves the privacy of their home and enters a public space does not mean that the person abandons all of his or her privacy rights, despite the fact that as a practical matter, such a person may not be able to control who observes him or her in public.”

environments, activity occurs within a “situational landscape” in which individuals do not expect to be systematically surveilled, similar to their expectation of being able to blend into a crowd. While individuals may be aware that their social media profiles are in the public domain, it does not follow that they expect police services to be systematically watching.

Given the potential privacy interests that are engaged when law enforcement conducts mass data collection, a key question that arises from section 8 of the Charter and international human rights law is whether pre-emptively collecting data in the hopes of forecasting potential crime or for general information gathering is either necessary or proportionate. Section 8 generally requires that whenever law enforcement actors intrude into a protected sphere of privacy, they must have reasonable grounds to believe that the information sought will reveal evidence of a crime. Pre-emptive fishing expeditions could hardly satisfy that standard. When interpreting Charter standards, it bears reiterating that the principles of necessity and proportionality are touchstones in applying many private and public sector privacy laws.

Judicial oversight must also regulate preservation of the public interests at stake when law enforcement seeks to rely on algorithmic surveillance technologies. The UN High Commissioner for Human Rights has called for the involvement of all branches of government in the oversight of surveillance programs to supplement judicial oversight as well as for the establishment of independent civilian oversight agencies. Robust oversight of the use of algorithmic surveillance technologies, at minimum, is required to enable public confidence that law enforcement agencies’ use of algorithmic tools is reasonably justified, necessary, and proportionate. Where law enforcement authorities seek to engage in preemptive data collection practices, the practice contravenes this long-established principle that police action that intrudes into protected forms of privacy be subject to meaningful oversight.
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333 R v Jones, [2017] 2 SCR 696 at para 74, citing R v Finlay (1985), 23 CCC (3d) 48 (Ont CA), at p 70.
334 R v Rogers Communications, 2016 ONSC 70. There are, of course, context-specific exceptions to this general proposition where the public interests at stake may warrant a departure from this principle (such as various exigent circumstances relating to public safety and destruction of evidence).
335 For example, the Ontario Court of Appeal ruled in 2007 that a by-law that required pawn shops to report the names of all customers vending goods to the shop was invalid under MFIPPA. This included a ruling that the collection was not justified under law enforcement purposes either because the “transmission [of the data] occurs before there is any basis to suspect that the goods that were sold ... were stolen and is made with no limit as to its use by the police or by those to whom the police may share the information”. Cash Converters v Oshawa, 2007 ONCA 502, at para 38.
5.2.2. Data Processing: Data Analytics and Algorithmic Outputs

Data collection and data processing activities by law enforcement raise related, but distinct, privacy concerns. Whereas Section 5.2.1 (“Data Collection: Mass Surveillance and Public Space”) addressed the privacy implications linked to the data collection practices associated with algorithmic policing technology, this section (Section 5.2.2) focuses on law enforcement activities that involve the processing and analysis of information that law enforcement authorities already control. Data processing activities engage unique privacy interests and, therefore, must be necessary and proportionate and in the service of a legitimate purpose.338

Data analytics can reveal insights about individuals and their identities, movements, interests, beliefs, and social networks. Such insights are drawn not only from data, but from metadata—information about phone calls, emails, social media posts, and other communications apart from the content of the messages (e.g., time, date, location, sender, or recipient)—which can give rise to inferences about individuals’ private lives when aggregated and analyzed.339 Pattern recognition algorithms can draw out information about protected characteristics, such as race or ethnicity, religious belief, age, gender, and sexual orientation, even when this data is not explicitly included in the original data sets.340 Privacy rights therefore attach not only to data that is collected but also to inferences drawn from combined pieces of data and to outputs of algorithmic processing.341 The existence of current algorithmic processing methods raises new questions about the extent to which personal information in existing police databases that has been used for traditional policing methods (e.g., conducting isolated queries at the officer level in a specific investigation) should be used in the service of algorithmic policing technology. The more numerous and detailed inferences that may arise from the greater technological capability of algorithmic analysis heighten the privacy interests at stake.342 Many police databases predate algorithmic technologies and, as discussed in Section 2.2 (“Bias and Inaccuracies in Police
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342 For example, law enforcement actors are often called to attend at scenes involving criminal complaints, but so too are they called to attend at a host of non-criminal incidents involving medical issues, mental health crises, or other family-related matters. Information relating to such occurrences may well make it into a police database, but it is far from clear what legitimate law enforcement purpose would enable services from making use of personal data for pattern recognition algorithms or other algorithmic assessments. See also the public outcry arising when individuals learned that their photos and images shared in one context were repurposed for use in training data sets for facial recognition algorithms: Olivia Solon, “Facial Recognition’s ‘Dirty Little Secret’: Millions of Online Photos Scraped Without Consent”, NBC News (12 March 2019) <https://www.nbcnews.com/tech/internet/facial-recognition-s-dirty-little-secret-millions-online-photos-scraped-n981921>.
Data”), may contain data that are inappropriate for such technologies to work upon. In recognition of such concerns, a representative from the SPPAL noted that their team has been considering using machine learning to create synthetic data sets; these data sets would then be used to test their algorithmic models and simulate the outcomes of adjusting different variables. This would, in theory, allow SPPAL to reduce the need to use data from real people and to mitigate associated privacy risks. However, even synthetic data sets may engage privacy concerns, due to the potential need to use real data to train the algorithm so that it can generate useful synthetic data sets.

While section 8 most visibly regulates law enforcement’s collection of information by requiring agents to obtain a search warrant prior to conducting searches and seizures in criminal investigations, constitutional safeguards under section 8 also protect the privacy interests that are engaged by the use of seized information. In short, section 8 protections may be engaged by algorithmic policing technologies based upon how they process collected data. For example, police services’ use of facial recognition systems to identify images of unknown individuals poses privacy issues that are distinct as compared to the services’ possession of databases of mug-shot photographs. Similarly, ALPR technology poses unique privacy issues at the time that it is used, as compared to noting an individual’s location and licence plate in a police notebook. In both cases, the heightened interests arise from the combination of existing privacy stakes and the more advanced surveillance and data analysis capability being used by law enforcement agencies.

Thus, while much of section 8 jurisprudence focuses on the regulation of data collection, the courts and privacy regulators will likely be increasingly required to consider what safeguards are necessary if or when law enforcement agencies use algorithmic tools to process collected information to derive insights into people and their alleged activities.

5.2.3. Data Sharing: Public Bodies and Private Companies

Surveillance and data collection that is necessary and proportionate for one legitimate objective may not be for another. In 2012, BC’s Information and Privacy Commissioner found that law enforcement’s

343 Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019).


345 R v Reeves, 2018 SCC 56; Wakeling v. United States of America, 2014 SCC 72.

346 For example, the Information and Privacy Commissioner for British Columbia found that any subsequent use of “non-hit” information collected under a police ALPR program was unlawful under the applicable privacy legislation: Office of the Information & Privacy Commissioner, “Investigation Report F12-04 – Use of Automated Licence Plate Recognition Technology by the Victoria Police Department” (15 November 2012), <https://www.oipc.bc.ca/investigation-reports/1480>. Law enforcement agencies also increasingly have data available to them through private surveillance networks, such as a licence plate tracking database by the company Digital Recognition Network (DRN). DRN’s database purportedly contains nine billion licence plate scans “crowdsourced by hundreds of repo men who have installed cameras that passively scan, capture, and upload the license plates of every car they drive by to DRN’s database”, allowing both private investigators and law enforcement to “track the movements of car owners over long periods of time.” Joseph Cox, “This Company Built a Private Surveillance Network. We Tracked Someone With It”, VICE Motherboard (17 September 2019) <https://www.vice.com/en_ca/article/ne879z/i-tracked-someone-with-license-plate-readers-drn>.

use of facial recognition technology and driver’s licence photographs, which were held by the province’s public automotive insurer, violated provincial privacy legislation. The public insurer could not permit use of its database for a purpose that had not been disclosed to customers, thus, law enforcement was prohibited under the legislation from repurposing the driver’s licence database into a policing tool without court authorization.

Person-focused predictive policing depends on building a detailed profile of a person by combining different types of data and information about them to assess potential future behaviour or risk. One way that police services obtain data, which they may not have access to otherwise, is by collecting it from other entities, including private companies and government bodies, that have collected the data for their own purposes.

How do you monitor what you do with the data? For example, around carding [by police services], people are very concerned with what they do with the data. Where is the data being shared? Who else has access?

- Black Legal Action Centre (BLAC)

The Hub model of policing (see In Focus #3: The Hub Model of Community Safety) serves as an example of the privacy concerns that are associated with data sharing between law enforcement authorities and other third-party actors. This model is a risk assessment program that could be considered a precursor of a kind of algorithmic policing technology. The Hub model brings together school staff, social service agencies, health providers, and police services to share information about individuals who are believed to be at risk. The information compiled in Hub databases tends to be...
extremely sensitive; it includes the individual’s age group, sex, location, and over a hundred factors, such as suspected mental health issues, alcohol and drug use, “negative peers,” obnoxious or disruptive behaviour, missing school, physical health, and poverty, that supposedly indicate risk.\(^{353}\)

The Hub model’s data-sharing practices contribute to and rely on risk-driven tracking databases that are accessible to and used by law enforcement actors. Such uses include assessing and analyzing database information using algorithmic methods, such as those currently being developed at the SPPAL.\(^{354}\) These programs give rise to constitutional and privacy issues despite efforts to build in privacy filters, which are designed to screen data at various stages to determine levels of sharing and to assuage privacy concerns about inappropriate sharing or use of the information.\(^{355}\) For example, the Saskatchewan Information and Privacy Commissioner found that the de-identifying measures in the Hub program in Saskatchewan were deficient.\(^{356}\) Moreover, systematic data sharing with law enforcement actors has constitutional ramifications, namely, the potential violation of section 8 rights given law enforcement’s ability to access individuals’ personal data through the Hub without safeguards such as prior judicial authorization. The law already provides a potential remedy: non-police actors in the Hub program may become bound by more stringent Charter obligations under certain circumstances.\(^{357}\)

Specifically, where non-law enforcement actors search or seize private information at the request of law enforcement, section 8 protections apply to the actions of the police agent (including the need to

\[\text{\ldots\ldots\ldots} \]


\(^{355}\) Third-party agencies must themselves independently comply with applicable privacy legislation, which regulates the collection, retention, use, and disclosure of personal information or personal health information. The UN High Commissioner for Human Rights has suggested that “use limitations” should be in place to control the sharing of data between law enforcement and other state organs, as information collected for one purpose may not be necessary and proportionate for another (UN Human Rights Council, “The right to privacy in the digital age: Report of the Office of the United Nations High Commissioner for Human Rights” (30 June 2014) A/HRC/27/37 <https://undocs.org/A/HRC/27/37>, at paras 26-27). This section instead looks at what obligations may arise under the Charter where such third parties interact with law enforcement entities in a manner such that their conduct gives rise to Charter rights or violations.


\(^{357}\) R v Orlandis-Habsburgo, 2017 ONCA 649; R v Pohoretsky, [1987] 1 SCR 945; R v Dersch, [1993] 3 SCR 768 at para 20. A law enforcement representative in Canada advised during a research interview that Hub tables in Toronto receive the majority of their cases through referrals from the Toronto Police Service (TPS), suggesting that many individuals may be moved out of the law enforcement context and transitioned to one or more social service agencies with a view of providing support, as opposed to social service agencies referring cases to law enforcement. Interview of a law enforcement representative in Canada by Yolanda Song & Cynthia Khoo (28 June 2019). However, this does not alleviate concerns with those who seek social services and are ultimately drawn into the criminal justice system through being brought to a Hub.

obtain prior judicial authorization. These safeguards apply to the police agent because the criminal law enforcement arm of the state cannot rely on the seizure of private data by other governmental actors to circumvent the guarantees of section 8.

Even if an agency relationship between police and non-police actors does not arise, if, on its own initiative, a governmental actor conducts an investigation for a criminal law purpose, individuals under investigation would again be entitled to the same Charter protections that arise in the course of a police investigation. These Charter rights would include the right to silence, the right to counsel, and the protection against unreasonable searches and seizures. Prior judicial authorization would be required before the government agent seized an individual’s personal records and shared them with law enforcement agencies.

Consequently, profound constitutional ramifications would arise if public service personnel (e.g., teachers, social workers, or health care providers) were transformed into police agents under the law, which a Charter analysis may require as a result of their systematic data sharing practices with police services under a Hub program. Such data sharing arrangements could also erode public trust in essential social services and public service employees or deter vulnerable individuals from accessing such services.

Similar constitutional issues and privacy concerns may arise with other algorithmic policing tools when law enforcement agencies seek access to data sets collected by private companies. For example, the Calgary Police Service (CPS) uses software from Palantir Technologies that can integrate third-party commercial information, such as financial records, shipping records, telecommunications information, and wire transfers, with police databases, although the CPS did not appear to be employing these capabilities, based on a research interview conducted in May 2019. Facial recognition tools used by law enforcement agencies can be used to process images taken from private individuals’ or businesses’ databases or surveillance systems. These information-sharing arrangements are...
vulnerable constitutionally because customers who might have consented to having a private business collect their image for customer service purposes have not done so on the basis that they were also consenting to sharing their information with police services for law enforcement purposes.\textsuperscript{367} Commercial privacy legislation in Canada—governed by the federal \textit{Personal Information Protection and Electronic Documents Act} (PIPEDA) and provincial counterparts—also does not authorize disclosure without consent to law enforcement, unless law enforcement has “lawful authority” to access the information.\textsuperscript{368} “Lawful authority” is determined outside of this privacy legislation by reference to section 8 of the \textit{Charter}, including its standards for reasonable expectations of privacy.\textsuperscript{369}

If other Canadian law enforcement agencies develop algorithmic policing tools that depend on data-sharing practices between private sector entities and law enforcement agencies, constitutional issues will be engaged. Data sharing between private companies and law enforcement may render data collection and sharing activities by the private company unlawful or unconstitutional, regardless of whether the data sharing occurred as discrete instances or as part of a formalized or routine sharing system with law enforcement.\textsuperscript{370} Law enforcement, in effect, cannot collect personal data and information from private businesses that police officers could not otherwise collect directly, and any efforts to do so may represent an unlawful circumvention of privacy and constitutional laws that are in place to protect citizens from potential abuses of power by the state. Allowing law enforcement agencies to access data they could not constitutionally obtain, through a private company that obtained the data legally, could represent an unconstitutional expansion of the state’s ability to monitor and track individuals without justification or judicial oversight.

5.2.4. Data Accuracy: Inaccurate Data and Inaccurate Algorithms

Data accuracy is a core privacy principle in international human rights and Canadian privacy law. The ICCPR protects the right of individuals to request the rectification of incorrect personal data that is collected or processed by public or private actors.\textsuperscript{371} Domestic privacy legislation also generally requires public institutions to take reasonable steps to ensure the accuracy of the personal...
TO SURVEIL AND PREDICT

information that they collect and use. Similar obligations apply to private vendors of policing technology or private sector actors that provide information to the police.

Data accuracy rights are not, however, the only issue engaged by inaccurate data. Such inaccuracies may lead to high-stakes errors when processed by algorithmic policing technologies. The reliability of algorithmic tools cannot be assumed until each tool is independently and rigorously tested to confirm that it meets an acceptable level of reliability. Ultimately, the accuracy of the input data will inevitably inform the overall reliability of the algorithmic tool.

In Canada, police services regularly use information that may be inaccurate, unreliable, or based on biased generalizations. The Canadian Police Information Centre (CPIC), a central database that stores criminal record information and is accessible by government departments and law enforcement agencies across the country, has been widely criticized for being out of date and inaccurate. The Ontario Court of Justice has declined, for example, to take judicial notice of the reliability of the database and affirmed that it is the government’s onus to establish the reliability of the information if it wants to rely on it when interfering with an individual’s liberty. Social media data and other open source information can be unreliable but is accessed by law enforcement with little oversight. Young people may be labelled in police databases as gang-involved, based on unvalidated information from school staff or local service providers, or on information that may be based on bias or assumptions about race, neighbourhood, and friends. On their own, these errors can lead to grave consequences for the rights and lives of individuals and their families.

* * * * * * *
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379 See Section 2.1 (“Criminal Justice and Systemic Discrimination in Canada”), discussing the impact of criminal justice processes on individuals.
into algorithmic policing tools further magnifies this risk as it further raises the possibility that the data is used and acted upon by law enforcement agencies in their decision making and investigations.  

"I worry about systems that may be built on limited or flawed data."
- Jonathan Rudin (Lawyer, Author, and Program Director at Aboriginal Legal Services)

Despite the potential consequences and harms of law enforcement relying on inaccurate data in criminal investigations, some Canadian provinces exempt personal data that is collected for law enforcement purposes from data accuracy obligations. Even where the law does impose standards of accuracy on information used by police, it is not clear how this requirement can be rigorously enforced. Practitioners of criminal law regularly deal with cases that involve individuals who have had their lives impacted in any number of ways by errors in police records and databases. In many cases, by the time the error is discovered and corrected—often at the initiative of the affected individual—the consequence(s) of the mistake(s) have already occurred (e.g., a wrongful arrest or charge leads to the loss of an employment opportunity due to an erroneous criminal record check). Moreover, little meaningful remedy is easily available. When data is shared within government or between public and private entities, it can be incredibly difficult for individuals to even identify who holds what information about them.

The Charter also protects individuals who have been subjected to police powers (e.g., arrest or detention) or invasions of privacy as a result of erroneous information. In order to justify interferences with liberty or privacy, the state must show that there were reasonable grounds to justify the interference. The reasonable grounds standard to justify interference with privacy or liberty requires an individualized assessment, and an inquiry into whether any information relied upon to justify an interference is sufficiently reliable and credible. Notably, even aside from data inaccuracy problems, it is unlikely that the reasonable grounds standard could ever be satisfied on the basis of algorithmic predictions alone. By nature, predictive algorithms supplant individually assessed characteristics.
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380 See Section 2.2 (“Bias and Inaccuracies in Police Data”).
381 Interview of Jonathan Rudin by Cynthia Khoo & Yolanda Song (8 May 2019), speaking on behalf of himself only, in a personal capacity.
383 UN Human Rights Council, “The right to privacy in the digital age: Report of the United Nations High Commissioner for Human Rights” (3 August 2018) A/HRC/39/29 <https://undocs.org/A/HRC/39/29> at para 13. For example, given “people generally have little idea how, why, and for what reasons their information is collected, processed, and disclosed to other parties by the companies they entrust with their data”, a web application called Access My Info (AMI) was designed by Open Effect and the Citizen Lab to help individuals to create justified requests for copies of their personal information from service providers: https://accessmyinfo.ca/#/.
384 R v Chehil, 2013 SCC 49 at para 40-43; R v Kang-Brown, [2008] 1 SCR 456. This problem is discussed further below in Section 5.5.1 (“Algorithmic Policing and Generalized Suspicion”).
385 “[T]he suspicion held by the police cannot be so broad that it descends to the level of generalized suspicion, which was described by Bastarache J., at para. 151 of A.M., as suspicion ‘that attaches to a particular activity or location rather than to a specific person’: R v Chehil,
with broad-based statistical generalizations. Reliance on inaccurate information in algorithmic policing technologies presents additional constitutional danger. An “arrest based on a source the reliability of which, in the end, is unknown cannot be said to be objectively reasonable.” Notably, in the context of CPIC cases, there are, in case law, conflicting treatment of individuals who have been arrested on the strength of an error in the CPIC database. In some cases, courts have declined to find that any Charter violation occurred as a result of the erroneous information so long as the officer who reviewed the CPIC data believed that it was valid at the time of arrest.

The analysis of the CPIC database case law highlights some of the issues that arise when law enforcement seeks to use algorithmic policing technologies that rely on existing police databases that are out of date or inaccurate. This is an example of what is sometimes referred to as the “garbage in, garbage out” problem. If police data sets are prone to error and fed into algorithmic policing technologies, subsequent forecasts provided by those algorithms (i.e., predictions of criminal activity from person-focused or location-focused algorithmic policing tools) would be tainted by those errors. Law enforcement agencies’ reliance on error-tainted algorithmic forecasts would risk unjustifiable interferences with Charter-protected interests such as privacy or liberty, if law enforcement authorities act on those algorithmic predictions. While it is less likely that courts will be quick to assume that reliance on novel technologies is objectively reasonable in the absence of independent evidence showing the reliability of such tools, the CPIC-related error cases also demonstrate the vulnerability that individuals have to being harmed by inaccurate data. Meaningful access to remedies for errors may be elusive.

Given that personal information derived through data processing is also protected by privacy legislation, applicable accuracy obligations are relevant not only to input data containing personal information, but also algorithmic outputs as well. In Ewert v. Canada, the Supreme Court of Canada found that the Correctional Service of Canada (CSC) failed in its obligation to “take all reasonable steps to ensure that any information about an offender that it uses is as accurate, up to date and complete as possible,” by relying on certain risk assessment tools to make determinations about Mr. Ewert. The CSC used these tools despite long-standing awareness that the tools possibly exhibited cultural bias and that their validity was seriously in question when applied to Indigenous offenders, of whom Mr. Ewert was one.
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386 See e.g., “As Professor Frederick Schauer explains, decision makers that rely on statistically sound but nonuniversal generalizations ‘are being simultaneously rational and unfair’ because certain individuals are ‘actuarially saddled’ by statistically sound inferences that are nevertheless inaccurate.” Solon Barocas & Andrew D Selbst, “Big Data’s Disparate Impact” (2016) 104 California Law Review 671 at 688.
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389 Ewert v Canada, 2018 SCC 30 at 3. In this case, the data accuracy obligation resulted from section 24(1) of the Corrections and Conditional Release Act (SC 1992, c 20), which closely resembles section 6(2) of the federal Privacy Act: “A government institution shall take all reasonable steps to ensure that personal information that is used for an administrative purpose by the institution is as accurate, up-to-date and complete as possible.” Privacy Act, RSC, 1985, c P-21, s 6(2).

Using algorithms to analyze social media information for risks of future criminal activity raises similar concerns with respect to cultural context. After reviewing the Hub program in Saskatchewan, Saskatchewan’s Information and Privacy Commissioner concluded that social media data should not be subject to collection through an algorithmic technology by public bodies or a basis for a risk determination because social media is a source of inaccurate information. The use of automated tools is difficult when analyzing language that is highly context-dependent and culturally specific, which may not be adequately reflected in the data sets used to train the algorithms. For example, Professor Andrew Ferguson notes that keywords related to gangs and shootings (“hit”, “run”, “strike”, “cap”, and “park”) can also relate to baseball. An algorithm that cannot distinguish between the two contexts may draw police attention to individuals, based on innocuous communications, and subject those individuals to privacy violations. This risk was acknowledged by a representative of the SPPAL, who stated that researchers were aware of the risk associated with the concept of ‘garbage in, garbage out’ and the novel nature of the research that they are doing. However, despite their awareness of this issue and of the Information and Privacy Commissioner’s findings and recommendations in respect of social media data, the SPPAL has nonetheless indicated it intends to incorporate low-accuracy data sources such as social media inputs.

Public policy interests, the goal of effective law enforcement, and privacy norms and applicable legislation all reinforce the need for appropriate safeguards to ensure that police databases and algorithmic processing methods provide law enforcement with accurate and reliable information. It is only from such information that the agencies should make decisions that will impact individuals, victims, and the public at large. Developing robust privacy safeguards requires investing resources

---

391 For example, in the United States, researchers who claimed to develop an algorithm that identified gang members based on their Twitter posts—in particular, based on their use of “tough talk”, certain words and emojis, and links to rap music videos—were criticized for the potentially discriminatory assumptions underlying the tool: Jordan Pearson, “Researchers Claim AI Can Identify Gang Members on Twitter”, Vice (1 November 2016), <https://www.vice.com/en_us/article/mg7kgx/researchers-claim-ai-can-identify-gang-members-on-twitter>.
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395 The SPPAL representative also noted that the novel nature of algorithmic policing research in Canada is another reason to ensure researchers’ and developers’ models are as transparent as possible: “Is this data that’s being used even correct? Given that this work is so new, we have nothing to compare it against. But if I publish something in a criminal justice journal, someone can look at it and say, ‘Hey, CPIC is two years behind’, or, ‘Here’s some things you didn’t capture for violent offenders.’” Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019).

in the proper maintenance of police databases that are relied on (as is already requested by police and prosecutors). Further, law enforcement agencies must integrate and rely on the expertise of technologists who can provide objective guidance on the reliability and accuracy of data processing methods.

Facial recognition technology serves as an example of how algorithmic policing technologies can pose significant threats to the right to privacy.

Facial recognition technologies can enable law enforcement to track and de-anonymize individuals going about their daily activities and, as such, significantly heightens the privacy interests in one’s facial image. Legal protection under human rights and constitutional law applies as a result. However, like other algorithmic policing technologies considered in this report, facial recognition tools involve data collection, data processing, and data sharing methods that have not yet been the extensive focus of case law, out of which will emerge detailed rules that law enforcement authorities must follow. Even in the absence of such rules, law enforcement authorities are required to adhere to human rights and constitutional protections (such as those applicable to the biometric information associated with facial images) regardless of how well those rights have been fleshed out in Canadian courts. Regulation through specific laws can address the existing uncertainty in this area by setting out clear and necessary limits.

As noted in Section 5.2.1 (“Data Collection: Mass Surveillance and Public Space”), law enforcement must obtain prior judicial approval to engage in electronic investigative techniques that attempt to track or de-anonymize individuals who are engaging in online or public environments. Such techniques include placing GPS-tracking devices on cars or de-anonymizing an individual’s online activities by obtaining the subscriber’s identifying information that is linked to a particular IP address. The case for granting analogous protection in relation to facial images is similarly compelling. Using facial recognition technology, law enforcement can potentially track and de-anonymize individuals

---


who are moving freely in public and online spaces without the affected individuals being aware that their image has been collected, processed, or identified. De-anonymization, in particular, occurs by taking an image of an unknown face and then using an algorithm to cross-reference the image with other picture databases to obtain a potential match that leads to an identification.

The unregulated use of facial recognition technology presents at least three other challenges to protected privacy interests in addition to eroding anonymity in daily life.

First, the collection and retention practices of images by law enforcement authorities is not an area that has historically been the target of focused regulation and oversight. When considering the privacy implications of facial recognition technology, two components of the systems must be evaluated: the algorithm that processes images and the image database. The creation of image databases carries privacy ramifications as it involves the collection and retention of personal information from individuals, and due to the emergence of new facial recognition technology, the expectation of privacy in facial images is attenuated. Facial recognition systems raise new questions, and re-emphasize older questions: Who should be permitted to put up video cameras and for what purposes? When should law enforcement be required to obtain prior judicial authorization before collecting images, such as from private companies and online platforms? Are the existing practices surrounding retention of images that were previously collected by law enforcement authorities appropriate and sufficient?

Police mug-shot databases can serve to focus the aforementioned questions. Mug-shot photographs are obtained through police arrest powers, and law enforcement authorities are even authorized to use force if it is needed to obtain the photograph; it is not a consent-driven process. Multiple law enforcement agencies in Canada report using (or are planning to use) facial recognition technology against their mug-shot databases. However, mug-shot databases can contain photos of individuals who have never been charged with a criminal offence, who have had their charges withdrawn, or who have been found innocent of allegations. Individuals have a constitutionally protected right to privacy in relation to their fingerprints and mug-shot images. In particular, the unauthorized retention of images is unconstitutional. In practice, however, each police service has its own internal policies with respect to the destruction of biometric data, and those policies typically entail a discretionary, request-based, or even fee-based process.

Second, facial recognition technology is unreliable, particularly in the case of racialized individuals and women, who are more likely to be misidentified by the technology. Facial recognition algorithms...
generate matches probabilistically. One search can generate multiple ranked hits. However, researchers and governmental studies report that facial recognition systems vary in their accuracy rates. For example, researchers in the United States determined that commercial facial recognition software erred in identifying darker-skinned women more than one-third of the time, and only 0.8 percent of the time for white men. Further, a 2018 report by Big Brother Watch indicated that NeoFace Watch, a facial recognition product by NEC Corporation—the company from which the CPS and the TPS procured their facial recognition technologies—was found to produce inaccurate matches 91 to 98 percent of the time, in usage by the Metropolitan Police and South Wales Police in the United Kingdom. Detroit Police Chief James Craig admitted in June 2020 that the facial recognition technology used by the Detroit Police, developed by DataWorks Plus, misidentifies individuals 96% of the time. Such findings raise questions about the reliability of a technique that can lead to arrests or criminal charges on the basis of misidentification.

Third, increasing levels of image collection and sharing between the private sector and law enforcement authorities calls for aggressive action to enforce transparency, oversight, and clear limits on usage. In January 2020, the New York Times revealed that the company Clearview AI had engaged in massive aggregation of public and semi-public images through scraping the Internet, and used these images to develop facial recognition technology that the company then made available as a product to law enforcement agencies. Clearview AI later identified that it had contracts with Canadian law enforcement agencies but did not disclose which ones. It was only after a leak of Clearview AI’s internal
data resulted in further news revelations that Canadian law enforcement authorities themselves provided minimal information regarding whether their respective police services had used the company’s facial recognition product.

Information such as the fact that Canadian police services are testing controversial face recognition technology should not be made available to the public only following exposure by the news media, demonstrating the need for proactive transparency and oversight practices. The fact that Clearview AI later suspended its contract with the RCMP, and announced that it would cease operations in Canada, does not cure this democratic deficit.\textsuperscript{416} Prior attempts to determine which agencies were using the Clearview AI technology were stymied; journalists received incorrect information from agencies; the company declined to explain the legality of its collection of information or provision of it to Canadian agencies; and the Canadian public and politicians were (at least temporarily) at a loss to assess what oversight or limits were or ought to be applied to the technology, all because of a catastrophic failure of agencies to provide transparency in their activities. Cases such as Clearview AI emphasize the critical need for governmental processes associated with algorithmic policing technologies to meaningfully guarantee sufficient transparency, oversight, and clear limits on the adoption and use of these technologies—up to and including preemptive bans, given the demonstrable dangers of facial recognition technology in particular. Further, the litany of bans and moratoriums that municipalities and industry entities have already implemented in the United States, as described in Section 4.3.3 (“Facial Recognition”) of this report, is additional indication of the fundamental threat that facial recognition technology poses to the right to privacy and other human rights and freedoms, particularly those of historically marginalized groups disproportionately impacted by police surveillance.

5.2.5. Concluding Comments: Algorithmic Policing and the Right to Privacy

Algorithmic policing tools, such as algorithmic surveillance and person-focused predictions, engage the right to privacy as a result of the data collection, processing, and sharing methods that algorithmic tools inherently tend to rely on. Human rights and constitutional jurisprudence that relate to the protection of privacy provide guidance on how privacy interests are likely to be engaged by the use of such novel technology. The jurisprudence recognizes the need for privacy protection with respect to personal information that is available in public locations. While section 8 jurisprudence in Canada has tended to relate to data collection methods by law enforcement, section 8 and privacy legislation also apply to data processing and sharing methods that distinctly engage privacy interests.

As law enforcement agencies seek access to new classes or unprecedented volumes of data about individuals and communities, often while using products provided by private companies, legal safeguards and constitutional protections must keep pace to uphold the rights of all individuals. In particular, these safeguards must ensure that individuals remain free from being subjected to unreasonable interference with protected privacy interests by law enforcement agencies, and ensure that protected zones of privacy are not eroded by expanding police data collection practices and surveillance capabilities.417 The use of algorithmic policing technologies, which may infringe upon privacy, must be restricted to necessary and proportionate uses in order to protect a zone of privacy in public life that individuals are entitled to expect so that they can exercise fundamental liberties such as the freedom of expression. Securing such a zone should include judicial oversight mechanisms for forms of data processing and data sharing that create new privacy concerns that are not adequately addressed under Canada’s existing search warrant and production order regime.

5.3. Rights to Freedom of Expression, Peaceful Assembly, and Association

The rights to freedom of expression, peaceful assembly, and association are protected under articles 19, 21, and 22 of the ICCPR418 and section 2 of the Charter.419 These freedoms are fundamental to a


democratic society and for the promotion and protection of a broad range of other human rights.\footnote{420} The rights to peaceful assembly and freedom of association are particularly valuable insofar as they enable marginalized individuals to come together to correct power imbalances and protect themselves against more powerful entities.\footnote{421}

Algorithmic policing technology risks chilling the exercise of the fundamental freedoms of expression, peaceful assembly, and association. A growing body of empirical evidence has revealed the link between government online surveillance—including the mere prospect of such surveillance—and chilling effects on the freedom of expression.\footnote{422} Substantial chilling effects that may be caused by government surveillance include individuals being less likely to engage in certain legal activities or being more likely to exercise greater caution when they engage in such activities, including with respect to online speech, online search, and sharing personally created content on social media.\footnote{423} This section of the report discusses, in particular, two issues associated with the negative impact of algorithmic policing technologies on the rights to freedom of expression, peaceful assembly, and association.

Section 5.3.1 analyzes how algorithmic policing technologies may undermine the anonymity of the crowd at public assemblies, representing an unprecedented level of technological incursion on the fundamental freedoms such anonymity protects. Section 5.3.2 examines how algorithmic policing technologies specifically impact marginalized communities through enabling algorithmic surveillance of protest activity and social movements. This kind of targeted monitoring raises particular human rights and Charter concerns given the historical context of disproportionate law enforcement surveillance against marginalized communities and human rights advocates. The importance of protecting these fundamental freedoms is underscored given their interconnected relationship with other Charter and human rights, such as the rights to equality and privacy.

5.3.1. Undermining the Anonymity of the Crowd at Public Assemblies

The deployment of new and rapidly developing surveillance technologies, such as facial recognition and automated licence plate readers, by law enforcement agencies threatens the anonymity that has served as a condition for the exercise of the fundamental freedoms of expression, peaceful assembly, and association.
and association. Historically, participants in mass demonstrations have been able to rely on the relative anonymity of the crowd to protect their identities from employers, law enforcement, or other authorities; anonymity enables the more fulsome exercise of fundamental freedoms with a reduced risk of reprisals. Facial recognition technology, however, can potentially identify those individuals from images or videos captured at a public gathering with significantly greater ease compared to law enforcement attempts to identify individuals without such technology. Thus, facial recognition and similar capabilities can undermine the anonymity that has facilitated participants’ exercise of their fundamental freedoms. Law enforcement agencies have begun to use this technology on protesters. In the United Kingdom, the South Wales Police has been accused of using its facial recognition system at a peaceful anti-arms protest. In Canada, police officers in Toronto and Calgary can submit images of individuals taken at public gatherings to their own facial recognition programs to search for matches against their respective mug-shot databases. These forms of algorithmic surveillance highlight the relationship between the protection of privacy as anonymity and other fundamental freedoms such as free expression and free association.

Further, individuals who take measures to avoid being identified by facial recognition systems may be viewed as suspicious and potentially fined for their attempts to preserve their anonymity. Such fines have been assigned in the United Kingdom. In Canada, a criminal offence was enacted in 2012 to criminalize wearing masks during riots and unlawful assemblies (now sections 65 and 66 of the Criminal Code). Critics fear this prohibition could chill or prevent peaceful protest activity. The UN Human Rights Committee’s General Comment on the right of peaceful assembly states that participant’s measures to protect their anonymity should not be the subject of a general ban. Thus, algorithmic policing technologies—especially when combined with laws that preclude lawful efforts to inhibit such

---


426 For further details about the use of facial recognition technology by Canadian police services, see Section 4.3.3 (“Facial Recognition”) and IN FOCUS #5: Facial Recognition Technology and the Erosion of Privacy Rights, in Section 5.2.4 (“Data Accuracy: Inaccurate Data and Inaccurate Algorithms”).


431 UNHRC, General Comment No 37 on Article 21 (Right of peaceful assembly), 129th Sess, adopted 27 July 2020, UN Doc CCPR/C/GC/37, at para 60 <https://www.ohchr.org/EN/HRBodies/CCPR/Pages/GCArticle21.aspx>.
government surveillance—may have the effect of significantly eroding privacy as anonymity, with the result of infringing upon the rights of freedom of expression, peaceful assembly, and association.

5.3.2. Surveillance of Social Movements and Marginalized Communities

The use of algorithmic social media mining tools to monitor online conversations about or among targeted subjects increases the risk that individuals will engage in self-censorship if they know or suspect that their speech is being monitored by government agencies. Similarly, individuals may avoid freely exercising their freedom of association if police algorithms are used to track social networks and group affiliations, such as through the CPS’s algorithmic social network analysis system, or even if individuals only suspect that the police may be tracking such information. Such chilling effects may impact marginalized communities particularly acutely. These communities include those who have been subjected to disproportionate surveillance by police services and other government agencies or who have reason to distrust Canadian law enforcement.

The technology gets used against us [Black people] when we’re trying to advocate for our rights. Activist monitoring is really scary. It’s silencing because you’re so scared.

- Black Legal Action Centre (BLAC)

Canadian law enforcement agencies’ attention to protests and demonstrations gives rise to particularly significant chilling effects in marginalized communities, implicating their right to peaceful assembly, in addition to their right to freedom of expression. In discussing “Project Wide Awake,” the RCMP specifically referred to their “proactive” analysis of social media communications to predict whether a crime might occur at a demonstration and to assess if there was any need for increased police presence at peaceful protests on that basis. This practice casts significant doubt on whether such surveillance is necessary or proportionate, given the surveillance is deployed preemptively and

---


434 Interview of Black Legal Action Centre by Cynthia Khoo (12 July 2019).

435 UNHRC, General Comment No 37 on Article 21 (Right of peaceful assembly), 129th Sess, adopted 27 July 2020, UN Doc CCPR/C/GC/37, at paras 2 and 36 <https://www.ohchr.org/EN/HRBodies/CCPR/Pages/GCArticle21.aspx>.

436 Project Wide Awake was introduced in more detail under “Social Media Surveillance” in Section 4.3 (“Algorithmic Surveillance Tools”).

the non-violent nature of the scrutinized events. The Ottawa Police Service has also monitored the social media activity of protesters during demonstrations.\textsuperscript{438}

Monitoring equality-seeking social movements presents particular threats to groups that advocate for democratic rights and freedoms for historically disadvantaged or marginalized communities. For example, an Ontario-based company called Media Sonar came under fire in 2016 for marketing itself to law enforcement agencies in the United States as a way to monitor hashtags related to social movements protesting police brutality, including #BlackLivesMatter.\textsuperscript{439} Police in Calgary and Toronto have both contracted with Media Sonar in the past; however, they appear to have discontinued their use of the software.\textsuperscript{440} A member of law enforcement from Calgary suggested that the agency’s decision to discontinue its use was due to the software’s reduced usefulness after it was banned from accessing major social media platforms,\textsuperscript{441} which implies that the decision did not represent opposition in principle to targeted surveillance of particular social movements. The software had lost its access as a result of social media platforms such as Twitter and Instagram (a subsidiary of Facebook) banning Media Sonar for violating their privacy policy and platform use policy, respectively.\textsuperscript{442} The Toronto Police Service has also reportedly monitored social media activity related to the Black Lives Matter movement, using methods which have not, as of writing, been publicly disclosed.\textsuperscript{443}

Criminal justice laws, police practices, and surveillance activities must be examined in the context of the continuing legacy of discriminatory surveillance by Canadian law enforcement of individuals and social movements related to Indigenous rights, racial justice, and other human rights advocacy.\textsuperscript{444}

\begin{itemize}
\item ACLU Northern California, “This Surveillance Software is Probably Spying on #BlackLivesMatter” (15 December 2015) \text{<https://www.aclunc.org/blog/surveillance-software-probably-spying-blacklivesmatter>}. Both police services appear to have discontinued their use of the software, with a member of law enforcement in Calgary suggesting that the decision to discontinue its use was due to the software’s reduced usefulness after it was banned from accessing major social media platforms.\textsuperscript{440}
\item See Toronto Police Services Board, “Public Meeting - Agenda, April 20 2017”, \text{<http://www.tpsb.ca/images/agenda_apr20_public_main.pdf>}, at p 5; Email from CPS FOI office to YS, 19 December 2018.\textsuperscript{441}
\item Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).\textsuperscript{441}
TO SURVEIL AND PREDICT

Given the importance of protest and democratic dissent to the exercise of fundamental freedoms, law enforcement surveillance should be subject to rigorous scrutiny, especially in cases where those monitored are speaking from a position of historical disenfranchisement or oppression. Journalist, author, and activist Desmond Cole stated:

One of the most important features of surveillance is the way in which it alters our behaviour as the targets. It alters our mind, literally. It forces us to consider that we are being watched. Even if we aren’t. It pushes us to self-regulate, and we have to resist that. For myself, I’ve become much more aware of the notion that I am being watched; I think it would be impossible not to allow that to impact me in any way and how I work but I try to be aware of it. I try actively to not be afraid and not silence myself.445

Disproportionate targeting in surveillance practices by law enforcement raises fundamental questions about discrimination. Restrictions on the right of peaceful assembly must be “content neutral” and not based on race, ethnicity, political opinion, sexual orientation, or other protected or adjacent factors; any restrictions must also be necessary and proportionate in the context of upholding democracy and human rights.446 Individuals who engage in social movements that are more likely to be monitored by law enforcement, such as Indigenous rights or racial justice movements, are arguably being denied equal protection of the law under the Charter or the ICCPR. These same groups may also be unfairly over-represented in police data sets, which might eventually be used to train policing algorithms, thereby causing law enforcement to direct further disproportionate police attention and resources towards those particular groups and communities.

In interpreting the Charter, the Supreme Court of Canada has made clear that the human rights and fundamental freedoms enshrined in the Charter should be interpreted as a unified system that maintains its underlying values and is internally coherent throughout.447 As such, any examination of the impacts of police practices that systematically surveil online activities, protests, and forms of activism through algorithmic data aggregation and analysis requires a consideration of the global effects of those practices upon human rights and freedoms that relate to privacy, expression, association, and equality together. The protection of privacy under section 8 of the Charter has, for example, been described as a “precursor” to the exercising of other rights and fundamental freedoms protected by the Charter,

Howe and Jeffrey Monaghan found that the RCMP investigation extended far beyond criminal activities and encompassed not only protests but also speaking tours and other events where “Aboriginal grievances may be part of the topic”: Miles Howe & Jeffrey Monaghan, “Strategic Incapacitation of Indigenous Dissent: Crowd Theories, Risk Management, and Settler Colonial Policing” (2018) 40:4 Canadian Journal of Sociology at 334. The researchers found “the RCMP’s understanding of risk [or threat] to be synonymous with the potential of a protest movement’s success … suggest[ing] that the RCMP’s mandate has warped toward working to undermine protest movements, regardless of their legality”: Miles Howe & Jeffrey Monaghan, “Policing Indigenous Dissent: Trends Behind Wet’suwet’en Raid” (28 January 2015) 5 Culturally Modified <https://culturallymodified.org/policing-indigenous-dissent-trends-behind-the-wetsuweten-raid/>.

445 Interview of Desmond Cole by Cynthia Khoo & Yolanda Song (31 May 2019).
446 UNHRC, General Comment No 37 on Article 21 (Right of peaceful assembly), 129th Sess, adopted 27 July 2020, UN Doc CCPR/C/GC/37, at paras 22 and 40 <https://www.ohchr.org/EN/HRBodies/CCPR/Pages/GCArticle21.aspx>.
such as the freedom of expression.\textsuperscript{448} The Supreme Court of Canada has recognized this inherent connection between privacy (such as anonymity in public space) and the freedom of expression:

The ability to move about freely without constant supervision by the government is an important source of individual liberty that must be addressed. A fear of systematic observation, even in public places, destroys this sense of freedom. Justice Douglas recognized the importance of this privacy value in a democratic society, commenting that free movement is as dangerous to a tyrant as free expression of ideas or the right of assembly and is, therefore, controlled in most countries.\textsuperscript{449}

Given the importance of the rights at stake, the impact of algorithmic policing technologies on fundamental freedoms must be given appropriate weight even where there are legitimate law enforcement objectives. This weighing should include recognition that individuals do not ordinarily expect their online activities to be systematically and intensively monitored and analyzed by law enforcement, nor should individuals be expected to conduct their lives under the burden of such an assumption. As a result, where such rights are engaged, rigorous scrutiny of algorithmic policing methods is important to examine their proportionality, legality, and necessity relative to public interest goals.\textsuperscript{450}

5.3.3. Concluding Comments: Algorithmic Policing and the Rights to Freedom of Expression, Peaceful Assembly, and Association

Having surveyed the issues that algorithmic policing raises in the context of the rights to freedom of expression, peaceful assembly, and association, it is apparent that the use of algorithmic policing technologies risks chilling the exercise of these fundamental freedoms.\textsuperscript{451} Surveillance tools such as facial recognition technology threaten the anonymity of the crowd that has traditionally protected the identities of protesters. A growing body of empirical evidence shows that the use of social media surveillance software to monitor the communications and activities of protesters may also pose a chilling effect on protected freedoms. The monitoring of protest activity and social movements is concerning in the historical context of the disproportionate law enforcement surveillance against racial justice and Indigenous rights advocates. Racialized and marginalized communities may be impacted by chilling effects particularly acutely. Protection of fundamental freedoms is important in that context to ensure that historically disadvantaged or marginalized communities have equally meaningful access to the freedom to organize and participate in democratic debate and dissent.

\textsuperscript{448} Renee Pomerance, “Informational Privacy in the Digital Age,” in Benjamin Berger, Emma Cunliffe, and James Stribopoulos, eds, To Ensure that Justice is Done: Essays in Memory of Marc Rosenberg (Toronto: Thomson Reuters, 2017), at p 183.

\textsuperscript{449} \textit{R v Wise}, [1992] 1 SCR 527 at 558 per La Forest J., which was endorsed by the unanimous court in \textit{R v Spencer}, [2014] 2 SCR 212 at para 44.


5.4. Right to Equality and Freedom from Discrimination

The Canadian criminal justice system and law enforcement practices have been repeatedly criticized by various United Nations bodies and experts for their discriminatory impact on marginalized groups such as Indigenous and racialized persons. This negative and disproportionate impact also extends to individuals who are homeless, who live with mental illness, or who belong to the LGBTQ community, including those who exist at the intersection of multiple grounds of vulnerability or oppression. Although the Canadian government has engaged in some efforts to prevent discrimination in criminal justice, members of historically marginalized communities have overwhelmingly borne the brunt of human rights violations and disproportionate targeting by law enforcement authorities. Such discrimination is made worse given that algorithmic policing technologies may draw on the biased and inaccurate data currently held or relied on by law enforcement agencies—such as data from police stops, gang databases, public reports, arrests, guilty pleas, and wrongful convictions. These technologies risk perpetuating or amplifying existing inequalities in ways that amount to violating the right to equality and the right to freedom from discrimination of marginalized groups who are protected under section 15 of the Canadian Charter of Rights and Freedoms (“the Charter”).

Section 5.4 broadly analyzes how algorithmic policing techniques raise issues that engage the right to equality and the right to freedom from discrimination. Section 5.4.1 outlines the scope of the right to equality and freedom from discrimination in Canadian and international human rights law. Section 5.4.2 examines algorithmic bias and how algorithmic policing technology can lead to “feedback loops of injustice” that can subject marginalized communities to increased suspicion and to a higher risk that law enforcement will use force or excessive force. Such feedback loops may also impair

---

452 In 2004, the UN Special Rapporteur on contemporary forms of racism, racial discrimination, xenophobia, and related intolerance expressed extreme concern about the high rate of incarceration of Indigenous, Black, and Asian persons in Canada: Report by Mr. Doudou Diène, Special Rapporteur on contemporary forms of racism, racial discrimination, xenophobia and related intolerance; the Committee on the Elimination of Racial Discrimination also noted the overrepresentation of African Canadians in the criminal justice system and the disproportionate rate at which police questioning and data collection affects people of African descent: United Nations Committee on the Elimination of Racial Discrimination, Summary Record of the 2600th Meeting, CERD/C/SR.2600 at para 34; and the UN OHCHR Independent Expert on Minority Issues has likewise written, “Persons belonging to African Canadian, Muslim, Arab and Latino communities reported feeling subject to unjustified police surveillance and experiencing negative interactions with the police, which they consider to be consistent with a practice of racial profiling”: Report of the independent expert on minority issues: Addendum: Mission to Canada (8 March 2010), A/HRC/13/23/Add.2, at para 53 <https://documents-dds-ny.un.org/doc/UNDOC/GEN/G10/118/60/PDF/G1011860.pdf?OpenElement>.

453 See discussion in Section 5.4.2. (“Algorithmic Bias and “Feedback Loops of Injustice”).


455 See Section 2.1 (“Criminal Justice and Systemic Discrimination in Canada”).

456 See Section 2.2 (“Bias and Inaccuracies in Police Data”).


458 This term is taken from Virginia Eubanks, Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor (New York: St. Martin’s Press, 2018) at 7.
community autonomy, well-being, and dignity. Section 5.4.3 analyzes how the data-driven nature of algorithmic policing makes those with socio-economic disadvantage particularly vulnerable to being wrongly and disproportionately captured by the criminal justice system. Such capture arises due to data ‘hypervisibility’ that, itself, results from more frequent engagement with government systems; this hypervisibility is also a consequence of the criminalization of poverty and homelessness. Section 5.4.4 discusses how algorithmic policing technologies may involve “inequality by design” while they simultaneously obscure systemic injustices with a veneer of scientific and mathematical legitimacy. Section 5.4.5 concludes with a brief discussion and recommendations drawn from the findings and analysis in Sections 5.4.1 through 5.4.4.

5.4.1. An Intersectional Approach to Equality and Freedom from Discrimination

The right to equality and freedom from discrimination is a cornerstone of international human rights law. The ICCPR provides that “all persons are equal before the law and are entitled without any discrimination to the equal protection of the law.”459 States also must respect and ensure that the rights enshrined in the Convention are guaranteed to all individuals “without distinction of any kind, such as race, colour, sex, language, religion, political or other opinion, national or social origin, property, birth or other status.”460 Canada has ratified a number of additional international human rights instruments that provide similar protections for equality and freedom from discrimination.461

The right to equality and right to freedom from discrimination is also guaranteed by the Charter and by quasi-constitutional federal and provincial human rights codes, as well as by the provincial Charte des droits et libertés de la personne (Charter of Human Rights and Freedoms) in Quebec.462 Section 15 of the Charter states, “Every individual is equal before and under the law and has the right to the equal protection and equal benefit of the law without discrimination and, in particular, without discrimination based on race, national or ethnic origin, colour, religion, sex, age or mental or physical disability.”463 The Charter protects individuals on the basis of the characteristics set out in the provision above, known


as enumerated grounds, and on the basis of analogous grounds.\textsuperscript{464} The Supreme Court of Canada has recognized the following characteristics as analogous grounds for constitutional protection under section 15: citizenship status, marital status, sexual orientation, and Aboriginality-residence.\textsuperscript{465} This list is not necessarily exhaustive, and new analogous grounds may be added in future cases.

Government activity violates section 15 of the \textit{Charter} if it has the purpose or effect of creating a distinction based on an enumerated or analogous ground and the distinction perpetuates disadvantage.\textsuperscript{466} Proof of intent to discriminate is not necessary; section 15 protection is engaged as long as a law or government activity has a discriminatory impact, regardless of intent.\textsuperscript{467} Unlawful discrimination can occur indirectly through a process known as “adverse effects discrimination” or “adverse impacts discrimination.” Adverse impacts discrimination is defined as “neutral rules with adverse consequences for certain groups.”\textsuperscript{468} Such rules are neutral in theory, but not in their application or outcomes.

The core animating principle of section 15 is substantive equality. Substantive equality recognizes that “every difference in treatment between individuals under the law will not necessarily result in inequality and, as well, that identical treatment may frequently produce serious inequality.”\textsuperscript{469} Substantive equality considerations are especially pertinent when it comes to the misleading notion that algorithms are “neutral” when, in fact, algorithms have provided prominent examples of adverse effects discrimination.\textsuperscript{470} The rigid, formal equality of mathematical formulas is unlikely to operate justly.

\textsuperscript{464} Analogous grounds are those that are not explicitly listed in the \textit{Charter}, but which similarly “serve as the basis for stereotypical decisions made not on the basis of merit but on the basis of a personal characteristic that is immutable or changeable only at unacceptable cost to personal identity”: \textit{Corbiere v Canada (Minister of Indian and Northern Affairs)}, [1999] 2 SCR 203 at para 13.


\textsuperscript{468} \textit{Stewart v Elk Valley Coal Corp}, 2017 SCC 30, at paras 80-81. For example, a law that (hypothetically) mandated submission to facial recognition to access government services—“neutrally”, because it applies to all individuals—would, in reality, perpetuate harmful disadvantage for racialized individuals with darker skin, whose faces research has shown may not be detected accurately or at all depending on how the facial recognition technology was developed: Joy Buolamwini, “When the Robot Doesn’t See Dark Skin”, \textit{New York Times} (21 June 2018) <https://www.nytimes.com/2018/06/21/opinion/facial-analysis-technology-bias.html>. For examples of adverse discrimination cases, see e.g., \textit{Symes v Canada}, [1993] 4 SCR 695 (child care expenses); \textit{Bliss v Attorney General of Canada}, [1979] 1 SCR 183 (pregnancy); \textit{Brooks v Canada Safeway Ltd}, [1989] 1 SCR 1219 (pregnancy); \textit{Kakewistahaw First Nation v Taypotat}, 2015 SCC 30 (education level); and \textit{Eldridge v British Columbia (Attorney General)}, [1997] 3 SCR 624 (hearing disability).


in contexts of substantive inequality, such as within a criminal justice system that is already scarred by historic and systemic discrimination. Thus, in assessing algorithmic policing tools, “[t]o approach the ideal of full equality before and under the law ... the main consideration must be the impact of the law on the individual or the group concerned.”

Evaluating this impact in the context of algorithmic policing technology requires an intersectional approach. Such an approach recognizes that “categories of discrimination may overlap... [and] individuals may suffer historical exclusion [based on and] confront multiple grounds of disadvantage.” Intersecting grounds of discrimination may result in “particularly complex” life situations. “Categorizing such discrimination as [for example] primarily racially oriented, or primarily gender-oriented, misconceives the reality of discrimination as it is experienced by individuals.” Intersectional analysis “places the focus on society’s response to the individual as a result of the confluence of grounds, and it does not require the person to slot themselves into rigid compartments or categories.” Addressing technology-facilitated violations of equality rights and ensuring freedom from discrimination, with a nuanced intersectional perspective, is necessary to establish effective responses—legal, regulatory, or otherwise—that account for the root causes of discrimination and systemic oppression in Canada's criminal justice system. Such a perspective includes recognizing that “discrimination has evolved and tends to no longer be overt, but rather more subtle, multi-layered, systemic, environmental and institutional.” Intersectionality is thus particularly necessary when analyzing the individualized and systemic impacts of institutional adoption of algorithmic policing technology.

Section 15 of the Charter applies to algorithmic policing because police are government actors, and police activity, officers’ conduct, and law enforcement policies fall under “the application or operation of law,” which the Charter prohibits from being discriminatory. The individuals and communities who have already been most negatively affected by the criminal justice system and who will presumably


472 The Supreme Court of Canada has recognized that some grounds of discrimination are embedded in, or intersect with others: Law v Canada, [1999] 1 SCR 497 at para 94.


477 See e.g., Elmardy v Toronto Police Services Board, 2017 ONSC 2074 (finding section 15 violation based on the actions of an individual police officer, including racial profiling and physically attacking the plaintiff); and Doe v Metropolitan Toronto (Municipality) Commissioners of Police, 39 OR (3d) 487, 160 DLR (4th) 697, 126 CCC (3d) 12 (finding section 15 violation based on the police service's decision not to warn women who were at risk of being attacked by a serial rapist, due to belief in rape myths and sexist stereotypes about women).
continue to be most affected, including by algorithmic policing, are those from section 15 protected groups that have been historically over-policed and disproportionately criminalized, silenced, surveilled, and monitored by the state. These communities are defined by protected characteristics—based on the enumerated or analogous grounds—such as race, sexual orientation, Indigenous identity, or mental disability. Human rights legislation also captures law enforcement activities and protects marginalized groups from discrimination, thus would also apply where algorithmic policing impacts the right to equality or freedom from discrimination. For instance, section 15 and human rights legislation would likely apply where a policing policy relies on a biased algorithm, or where an algorithm “prediction” contributes to an officer discriminating against a member of a marginalized community.

Ultimately, algorithmic policing technology may give rise to section 15 violations in at least three overarching ways: first, through perpetuating discriminatory feedback loops and confirmation bias, which concentrates further disproportionate police scrutiny on section 15 protected communities; second, through making section 15 protected groups particularly susceptible to law enforcement action by virtue of “data hypervisibility”; and third, through institutionalizing and obscuring underlying causes of systemic discrimination in criminal justice, while impeding the ability to directly address them. The following sections of the report (5.4.2 through 5.4.4) take up each of these issues in turn, with concluding comments in Section 5.4.5.

5.4.2. Algorithmic Bias and “Feedback Loops of Injustice”

Law enforcement authorities’ use of algorithmic policing technology potentially violates section 15 where the technology’s use results in protected groups being subjected to unequal protection of the law or losing equal benefit of the law. Just like with traditional policing methods, in the case of algorithmic policing, the “application or operation of law” occurs through police activities, policies, and conduct. Algorithmic bias in policing technologies can result in inequality and can perpetuate disadvantage against section 15 protected groups. Such perpetuation results from increased confirmation bias and discriminatory feedback loops, which occur when problematic police data is used to train policing algorithms. This form of algorithmic bias can unjustly increase already heightened scrutiny, police suspicion, and aggression with respect to members of marginalized communities, exacerbating pre-existing discrimination. As a result, section 15 protected groups lose “equal benefit” and “equal protection” of the law, including other Charter rights, such as the presumption of innocence, the right

---

478 “The consensus of several cases spanning over three decades of anti-discrimination law is that the law enforcement activities of municipal and regional police forces are ‘public services’ or ‘facilities’ [as defined for human rights legislation].” Justice Walter Surma Tarnopolsky, Discrimination and the Law, 1st ed (Toronto: Carswell, 2004) (loose-leaf updated 2020) at ch 11 at 11.6(c) (“Municipal Police”).

479 For examples of police activities being found discriminatory under human rights legislation, see e.g., Hum v Royal Canadian Mounted Police, 8 CHRR D/3748; Johnson v Halifax Regional Police Service, [2003] NSHRBID No 2, 48 CHRR D/307; and Dawson v Vancouver Police Board, 2015 BCHRT 54.

480 See the discussion in Section 2.2 (“Bias and Inaccuracies in Police Data”).

to be free from unreasonable search and seizure, and the right to be free from arbitrary detention. Left unchecked, this state of affairs would impair the autonomy and dignity of those communities and the individuals within them. The remainder of this subsection will elaborate on each of the above points in turn.

Algorithmic bias and discriminatory feedback loops occur when discriminatory patterns in police data are embedded in and perpetuated by policing algorithms that were trained on such data. The historical disadvantage and targeting of section 15 protected groups is embedded in the data and, consequently, embedded into the algorithms themselves. As Osoba and Welser write, “[a]pplying procedurally correct algorithms to biased data is a good way to teach artificial agents to imitate whatever bias the data contains.”

Algorithms that are trained on police data, often composed of dirty data, will thus likely identify, incorporate, and replicate historical patterns of discrimination, to the effect of violating protected groups’ section 15 rights by providing them with lesser legal protections against state conduct.

For example, in a 2019 study, Rashida Richardson, Jason Schultz, and Kate Crawford demonstrated that at least nine jurisdictions across the United States likely trained predictive policing models with police data generated during times that gave rise to “government investigations, consent decrees, or other documentation of corrupt, racially biased, or otherwise illegal police practices.” Richardson et al. found “strong evidence” and an “extremely high likelihood” that Chicago’s and New Orleans’ predictive policing systems, respectively, were built atop this “dirty data.” The authors of the study stated that, in addition to other “research that empirically demonstrates that the mathematical models of predictive policing systems are susceptible to runaway feedback loops,” their own findings suggested that “feedback loops are also a byproduct of the biased police data.”

Both research groups found that feedback loops meant that police were “repeatedly sent back to the same neighborhoods regardless
TO SURVEIL AND PREDICT

of the actual crime rate. In a separate study, Lum and Isaac’s assessment of PredPol’s algorithm, as applied to drug-related offences in Oakland, California, revealed that “[B]lack people would be targeted by predictive policing at roughly twice the rate of whites” despite “roughly equivalent” drug use. The algorithm also targeted low-income households at “disproportionately high rates.”

Dirty data may also appear in the Canadian policing context. Such data may be generated through institutional or unconscious bias, directly or indirectly discriminatory policies and practices, or police misconduct. Multiple studies, inquiries, court decisions, and investigations have found that Black and Indigenous people, for instance, are overrepresented in Canadian carding, street check, arrest, pre-trial detention, sentencing, and incarceration data, and that this overrepresentation is a result of biased criminal justice practices or systemic discrimination. Further, biased data exists about and impacts other marginalized groups such as LGBTQ individuals, those with mental illnesses, and low-income communities.

491 Ibid.


493 Ibid.


495 For example, John Fisher details how certain Criminal Code provisions, such as indecency-related or obscenity-related offences, were frequently applied in a way that had the effect of discriminating against LGBTQ individuals and their communities, practices, and establishments. John Fisher, “Outlaws or In-laws?: Successes and Challenges in the Struggle for LGBT Equality”, (2004) 49 McGill Law Journal 1183 at 1201-1202 (footnotes omitted) <https://lawjournal.mcgill.ca/wp-content/uploads/pdf/449577-4fishe.pdf> (“Much like the ‘obscenity’ provisions in the Customs regime, the ‘indecency’ test in the bawdy house provisions is neutral on its face, subjective in its application, depends on ‘community standards of tolerance’, and has been used to target LGBT establishments and practices. [...] There is no question that police raids on ‘queerspaces’ such as a gay bathhouse constitute a fundamental assault on our identity and consensual expression of our sexuality.”). Police institutions have also historically played a significant role in the persecution of LGBTQ communities in Canada, such as in the 1981 Toronto bathhouse raids. See e.g., Jamie Bradburn, “Historicist: Raiding the Bathhouses”, Torontoist (23 May 2015) <https://torontoist.com/2015/05/historicist-raiding-the-bathhouses>; and Michael Gold and Derek M Norman, “Stonewall Riot Apology: Police Actions Were ‘Wrong,’ Commissioner Admits”, New York Times (6 June 2019) <https://www.nytimes.com/2019/06/06/nyregion/stonewall-riots-nypd.html>.


497 See Section 5.4.3 (“Socioeconomic Disadvantage and Hypervisibility to Algorithmic Policing”).
Police data may also reflect that systemic discrimination results in under-policing,\(^ {498}\) including a lack of police presence where there is need (and noting that increased police presence is distinct from increased imposing of police stops in a community), of historically marginalized communities where they are victims of crime. For example, Jonathan Rudin wrote in a report prepared for the Ipperwash Inquiry, “Aboriginal people are not only overrepresented in the criminal justice system as accused persons, but as victims as well. [They] are often seen as less worthy victims by the police, and thus requests for assistance are often ignored or downplayed. [...] Under-policing and over-policing are really two sides of the same coin.”\(^ {499}\) The Ontario Human Rights Commission recognizes under-policing of racialized individuals as a form of racial discrimination that occurs both individually among specific members of law enforcement and institutionally in systemic responses to crimes that affect members of Black, Indigenous, or racialized communities in particular.\(^ {500}\) The LGBTQ community has also historically received unequal and lesser “protection of the law”, such as in 2018, when police services appeared slow to investigate a serial killer targeting Toronto’s Gay Village.\(^ {501}\)

Algorithms trained on dirty data reflect the dynamics that underlie the data’s original collection and, thus, perpetuate disadvantage against the affected individuals and groups with protected characteristics. For instance, systemic bias through under-policing may result in dirty data that is used to train policing algorithms, which perpetuate the bias by systematically and significantly underestimating the extent to which members of marginalized communities are victimized criminally. Policing algorithms that are trained on dirty data may also reflect preferential under-policing,\(^ {502}\) where offenders from dominant social classes are treated more leniently or favourably by law enforcement—both the COMPAS risk assessment tool and PredPol’s algorithm in Lum and Isaac’s study resulted in disproportionately

---

498 “Under-policing generally refers to inadequate law enforcement responses to the victimization or probable victimization of an individual or group of individuals. For example, there have been longstanding concerns of under-policing related to sexual assaults against women and violence against LGBTQ2+ communities.” Ontario Human Rights Commission, “Policy on eliminating racial profiling in law enforcement” (20 June 2019), at 2.2 (footnotes omitted) <http://www.ohrc.on.ca/en/policy-eliminating-racial-profiling-law-enforcement>.


501 See e.g., “Vijayanathan, who is one of the most outspoken critics of how Toronto let its gay community down, insists that police only took the investigations seriously when Andrew Kinsman, one of two white victims, was reported missing. But he also points to racism within the gay community – comparing the massive local search mounted after the reported disappearance of the other white victim... with the slower and less cohesive response to the disappearances of the brown-skinned victims.” David Graham, “How alleged Toronto serial killer Bruce McArthur went unnoticed”, Guardian (23 June 2018) <https://www.theguardian.com/world/2018/jun/23/bruce-mcarthur-toronto-gay-serial-killer>. The article later quotes historian Tom Hooper: “For both gay men in the 1970s and queer people of colour today, the police have been enforcers but not protectors. Isolation, combined with a fear of police, has marginalized members of our community and made them more vulnerable to violence.”

502 “Beyond practices of neglect in relation to Indigenous and racialized crime victims, under-policing can take a very different form – ‘favoritism toward an offending class.’ Given limited law enforcement resources, racial profiling, as a manifestation of over-policing directed toward Indigenous and racialized populations, can entail the under-policing of [w]hite people who are engaged in criminal activity. The OHRC describes these race-specific patterns of law enforcement as preferential under-policing. This is perhaps most often illustrated in the area of drug enforcement...” Ontario Human Rights Commission, “Policy on eliminating racial profiling in law enforcement” (20 June 2019), at 2.2 (footnotes omitted) <http://www.ohrc.on.ca/en/policy-eliminating-racial-profiling-law-enforcement>. 
favourable treatment towards white offenders. Ultimately, police data that does not screen out the layers of bias against all impacted section 15 protected groups would constitute dirty data, and it should not be used to train algorithms for the purpose of policing, law enforcement, corrections, or other functions of the criminal justice system.

Canadian police services’ use of facial recognition poses particular feedback loop concerns. In Calgary and Toronto, for instance, police facial recognition systems facilitate the identification of unknown individuals by searching their images against police mug-shot databases. As a result, individuals who have been previously charged but are legally innocent or those who have been convicted of a criminal offence may be more easily identified—or misidentified, given the high error rates of facial recognition technology—in the future than those who have not been previously charged or convicted. Facial recognition programs may expose Charter-protected groups to disproportionate levels of suspicion and police scrutiny compared to individuals who have not been captured in mug-shot databases, or who belong to groups who historically have not been targeted and continue to not be targeted for police scrutiny on the basis of protected characteristics. This disproportionate and unjustified scrutiny would constitute perpetuation of disadvantage based on an enumerated or analogous ground, in violation of the Charter equality right.

Some members of Canadian law enforcement have recognized the potential for predictive policing to perpetuate discriminatory feedback loops. A member of law enforcement in Calgary stated, “We can see if we’re doing proactive work in certain areas, that will skew the data. We will get more calls there, that’s because we sent people there.” The Vancouver Police Department (VPD) has tried to mitigate potential bias by excluding incidents that are reported by police officers from its algorithmic crime forecasts, and it trains the GeoDASH algorithms exclusively on data from verified break-and-enters reported by members of the public. However, some forms of bias, including the fact that

---

503 See Section 5.2.4 (“Data Accuracy: Inaccurate Data and Inaccurate Algorithms”).


505 See “IN FOCUS #5: Facial Recognition Technology and the Erosion of Privacy Rights”, in Section 5.2.4 (“Data Accuracy: Inaccurate Data and Inaccurate Algorithms”).

506 Interview of a member of law enforcement in Calgary by Yolanda Song & Cynthia Khoo (6 May 2019).

507 “I did not want to have any data that could be perceived as having police bias in terms of generating the calls. There’s always perceptions that the police could predominantly deploy to areas where they have preconceived notions that there’s a higher degree of criminality because of ethnic, socioeconomic status, or any of those underlying issues that could predispose police officers to go to certain areas. And then based on that, it could be a self-fulfilling prophecy. And then they detect crime because if you’re focusing all your resources by pre-deploying based on your own biases you’re going to find things if you’re looking for it. […] Whether I believe it’s true or not that that happens at the Vancouver Police, I didn’t want the spectre that that could even be entering into the data bias. Based on that, I made a decision that we would only use public-initiated reported property crime.” Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).
some communities are more likely to report crimes to the police than others or are more likely to be taken seriously by the police when reporting criminal activity, can remain despite such efforts. 508

Warning block watches that their neighbourhood has been identified by an algorithm as a potential site of criminal activity may also trigger the “out of place” effect, where residents or law enforcement authorities discriminate against racialized individuals in predominantly white or wealthier neighbourhoods. 509

Algorithmic bias can occur even if explicit markers of protected characteristics such as race, national origin, or disability are removed from data sets. 510 Such bias can transpire because the characteristics can be encoded in proxy data, which is data that may not appear to be the type that would give rise to discrimination, but which is correlated with information that does give rise to section 15 protections. For instance, ZIP codes in the United States are often correlated with race due to racially discriminatory historical practices. 512 Relying on ZIP codes can thus function as a proxy for race, which raises section 15 protections. Other examples of proxy data include using an individual’s online search activity to infer race, age, and gender, 513 using “liked” brands or pages on Facebook to infer race, 514 and using

508 See Section 2.2 (“Bias and Inaccuracies in Police Data”).

509 “Specific policing activities related to monitoring traffic may be seen as forms of systemic racial profiling. One is stopping and questioning people who are perceived to be “out of place” and not residents of the neighbourhood they are in. Higher income neighbourhoods tend to be populated by White residents. This, coupled with stereotypes linking racialized people with criminality, may lead to racialized people in the neighbourhood being more likely to be stopped because they are perceived to be suspicious.”: Ontario Human Rights Commission, “OHRC Response to the Race Data and Traffic Stops in Ottawa Report” (28 November 2016) <http://www.ontla.on.ca/library/repository/mon/30012/337841.pdf>, at 3 (footnotes omitted); see also: “The Star analysis of the police stop data shows blacks are more likely than whites to be documented in areas where fewer black people live.” Jim Rankin and Patty Winsa, “Known to police: Toronto police stop and document black and brown people far more than whites”, Toronto Star (9 March 2012) <https://www.thestar.com/news/insight/2012/03/09/known_to_police_toronto_police_stop_and_document_black_and_brown_people_far_more_than_whites.html>.


511 In Canada, marketing data draws similar correlations, such as Environics Analytics’s PRIZM5 tool, which sorts every Canadian postal code into one of 68 “lifestyle types”, with neighbourhood profiles that sometimes indicate race and socioeconomic status. These neighbourhood profiles include names such as “Arts & Affluence”, “Asian Sophisticates”, “Newcomers Rising”, “South Asian Society”, “Nouveau Riches”, “First Nations Families”, “Enclaves Multiethniques”, “Low-Rise Renters”, and “South Asian Achievers”. As far as the authors of this report could ascertain, this kind of marketing data is not used to inform policing algorithms in Canada. “PRIZM5 Segment Snapshots 2015”, <http://assets.cengage.com/training/AOD_PRIZM5_Snapshots.pdf>; see also “PRIZM5”, Environics <downloads.esri.com/esri_content_doc/dbl/int/Environics-PRIZM5-Segment-Side.pdf>.

512 See e.g., Alexis Madrigal, “The Racist Housing Policy That Made Your Neighborhood”, The Atlantic (22 May 2014) <https://www.theatlantic.com/business/archive/2014/05/the-racist-housing-policy-that-made-your-neighborhood/374399/>; Digital Chicago, “Racial Restriction and Housing Discrimination in the Chicagoland Area”, <https://digitalchicagohistory.org/exhibits/show/restricted-chicago/other/redlining>; and Camila, Domonoske, “Interactive Redlining Map Zooms In On America’s History Of Discrimination”, NPR (19 October 2016) <https://www.npr.org/sections/thetwo-way/2016/10/19/498536077/interactive-redlining-map-zooms-in-on-americas-history-of-discrimination>. Moreover, some have explicitly taken advantage of such correlations, such as the SAT test preparation company The Princeton Review, which quoted a higher price for its “24-hr Online Tutoring” service for American zip codes with a disproportionately higher Asian population compared to other zip codes, which were quoted lower prices for the same service: Jeff Larson, Surya Mattu & Julia Angwin, “Unintended Consequences of Geographic Targeting”, (September 2015) Technology Science <https://techscience.org/a/2015090103/>.

513 Sara Wachter-Boettcher, “Google Thought I Was a Man”, Nautilus (28 September 2017) <nautil.us/issue/52/the-hive/google-thought-i-was-a-man>.

purchasing history or social media posts to infer health conditions. In the Canadian policing context, data that may not have seemed problematic when it was collected is used to draw inferences that can lead policing agencies to incorrect conclusions, which may be acted upon to the detriment of affected individuals. One example of this is determining whether a student is part of a gang, based on their friends at school.

Algorithmic bias and discriminatory feedback loops that can arise from algorithmic policing technology can lead to two additional consequences that further perpetuate disadvantage for marginalized groups protected under section 15 of the Charter.

First, the characterization of neighbourhoods as “high crime” or of individuals as “high risk” raises concerns that algorithmic policing could encourage undue suspicion and more aggressive policing towards identified individuals or individuals within identified neighbourhoods. Officers who patrol algorithmically highlighted areas or are alerted to particular individuals by an algorithm may be more likely to perform stops or to use force or excessive force, as compared to the same circumstances without an algorithmic “tip.” Unconstitutional detentions already occur in Canada without algorithmically encouraged suspicion, fear, or aggression among police officers. Serious consequences may follow from neighbourhoods or individuals being preemptively tagged with algorithmic “red flags,” particularly where pre-existing tension exists between law enforcement and the tagged parties. Excessive use of force by law enforcement already disproportionately harms section 15 protected groups, in particular, Black and Indigenous communities and individuals with

515 “As Pole’s computers crawled through the data, he was able to identify about 25 products that, when analyzed together, allowed him to assign each shopper a “pregnancy prediction” score. More important, he could also estimate her due date to within a small window, so Target could send coupons timed to very specific stages of her pregnancy.” Charles Duhigg, “How Companies Learn Your Secrets”, New York Times Magazine (16 February 2012) <https://www.nytimes.com/2012/02/19/magazine/shopping-habits.html>; and Olga Khazan, “What Your Facebook Posts Say About Your Mental Health”, Atlantic (6 November 2019) <https://www.theatlantic.com/health/archive/2019/11/what-your-tweets-say-about-your-mood/601510/>.

516 See discussion regarding gang databases, under Section 2.2 (“Bias and Inaccuracies in Police Data”).


518 See e.g., Elmardy v Toronto Police Services Board, 2015 ONSC 2952; R v Ohenhen, 2016 ONSC 5782; R v Schuhknecht, 2005 BCPC 161; and R v K(A), 2014 ONCJ 374.

mental disabilities.520 Even if being algorithmically flagged does not increase the likelihood of physical violence, studies have shown that “increased scrutiny and surveillance resulting from the disproportionate patrolling of historically over-policed communities ha[ve] been linked to worsening mental and physical health.”521 Algorithmic technologies that have the potential to continue or to amplify historical patterns of violence against members of marginalized communities would likely constitute a discriminatory impact, violating section 15 equality rights.

Second, predictive policing and algorithmic surveillance that has the perceived or actual effect of baselessly or disproportionately targeting historically marginalized communities may degrade community autonomy, dignity, well-being, and community relations with police services. Such degradation, regardless of whether algorithmic policing technologies are used, impairs community autonomy and well-being, exacerbates pre-existing tensions between police and disproportionately criminalized communities, and brings the administration of justice into disrepute. Deploying algorithmic policing technology to focus patrol forces on neighbourhoods that are predominantly inhabited by section 15 protected groups; to flag marginalized individuals for closer scrutiny before any wrongdoing has occurred; or to monitor their online conversations and social networks (particularly in view of the Charter rights to freedom of expression and assembly522) would reproduce common and longstanding patterns of systemic discrimination. Deployment in such a manner also continues the historical predisposition of treating vulnerable and marginalized communities as societal laboratories and guinea pigs, wherein they disproportionately or exclusively suffer the consequences of working out the “glitches” before a given technology is either more widely implemented or is abandoned.523
Jonathan Rudin, lawyer and Program Director at Aboriginal Legal Services, provided the following personal views—speaking on behalf of himself only—regarding algorithmic policing and its potential impact on marginalized communities:

If things are going to be done, there needs to be a level of transparency, sharing of information, and discussion of why things are being done. When Indigenous people don’t have trust in systems, it’s because they shouldn’t have trust in systems. You can’t start things by saying, forget all the past stuff and let’s move forward. If that’s the basis of roll out, they’re going to fail. […] If [involving the community] doesn’t happen, the distrust will always be there. That’s not paranoia, that’s just reality.\footnote{Interview of Jonathan Rudin by Cynthia Khoo & Yolanda Song (8 May 2019).}

Concerns about the community impact of algorithmic policing technologies were not lost on the law enforcement representatives who were interviewed for this report. For example, S/Constable Ryan Prox of the VPD stated, “I’m very sensitive to the fact [that predictive policing risks further targeting of marginalized communities]. If we’re going to go down this road and be the first police department in Canada to do this, we have to do our due diligence. This is a high-risk undertaking that we’ve taken as much proactive steps to prevent violations of people’s civil rights as possible.”\footnote{Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).} Similarly, a representative of the SPPAL stated, “If the tech or the algorithms or any results don’t yield to improved outcomes for kids or people who are vulnerable or make the community safer, then there’s no reason to use any of this tech.”\footnote{Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019).}

It is apparent that there is, ostensibly, consensus among the Canadian law enforcement representatives interviewed for this report, with respect to not desiring to put historically marginalized and vulnerable communities at risk of being harmed by algorithmic policing technologies. Given such consensus, police services must meaningfully consult with and listen to those same communities prior to, during, and after implementation of any such technologies, especially groups that are protected under section 15 of the \textit{Charter} and most subjected to or affected by algorithmic policing.

\subsection{5.4.3. Socio-economic Disadvantage and Hypervisibility to Algorithmic Policing}

Algorithmic discrimination may occur by virtue of simply existing in society in a way that makes a person more visible to law enforcement monitoring and to state and police data collection apparatuses. Professor Virginia Eubanks explains, “[m]arginalized groups face higher levels of data collection when they access public benefits, walk through highly policed neighborhoods, enter the health-care system, or cross national borders. That data acts to reinforce their marginality when it is used to target them for suspicion and extra scrutiny.”\footnote{Virginia Eubanks, \textit{Automating Inequality: How High-Tech Tools Profile, Police, and Punish the Poor} (New York: St. Martin’s Press, 2018) at 7. Eubanks also points out that means-testing social welfare programs have “rationalized all manner of surveillance and policing of applicants and beneficiaries.” \textit{Ibid} at 28.} Beyond the immediate privacy and liberty concerns,\footnote{For a full discussion of algorithmic policing and the right to privacy, see Section 5.2 (“Right to Privacy”); for analysis of algorithmic policing} such increased “data visibility” of marginalized groups may itself amount to a
section 15 violation. The phenomenon perpetuates disadvantage for section 15 protected groups by exposing them to unequal and more relentless application of the law (as exercised through police officers), while weakening the protection of the law to which they are entitled. Specifically, this unequal and unfair application of law may infringe upon their rights to privacy, to be free from unreasonable search and seizure, and to be free from arbitrary detention. These rights are protected under sections 8 and 9 of the Charter, respectively, as well as under human rights legislation.

In her in-depth analysis of how algorithmic decision-making harms impoverished individuals, Eubanks connects the dots between the poor being historically criminalized and the state using that imputed criminality to justify invasive data collection demands, in exchange for access to government services to meet basic needs. She writes:

This kind of blanket access to deeply personal information makes little sense outside of a system that equates poverty and homelessness with criminality. As a point of contrast, it is difficult to imagine those receiving federal dollars through mortgage tax deductions or federally subsidized student loans undergoing such thorough scrutiny, or having their personal information available for access by law enforcement without a warrant. Moreover, the pattern of increased data collection, sharing, and surveillance reinforces the criminalization of the unhoused, if only because so many of the basic conditions of being homeless—having nowhere to sleep, nowhere to put your stuff, and nowhere to go to the bathroom—are also officially crimes.  

The “[c]riminalization of the unhoused” also occurs throughout Canada. Such criminalization has the effect of making those who are homeless more susceptible to being drawn into the criminal justice system than those who engage in illegal activities from within the walls of private property. Sarah Brayne elaborates on the dangers that result from this form of algorithmic bias when she explains that “[t]he retroactive nature of policing in an era of dragnet data collection means information is routinely accumulated and files are lying in wait. In that sense, individuals [who are poor, homeless, or racialized] lead incriminating lives—daily activities, now codified as data, can be marshaled as evidence ex post facto.” Brayne further notes that “[u]nchecked predictions … may justify the over-policing of minority and the right to liberty and freedom from arbitrary detention, see Section 5.5 ("Right to Liberty and to Be Free from Arbitrary Detention").

and the right to liberty and freedom from arbitrary detention, see Section 5.5 ("Right to Liberty and to Be Free from Arbitrary Detention").  

Ibid at 116-117.  


Sarah Brayne, “Big Data Surveillance: The Case of Policing” (2017) 82:5 American Sociological Review 977 at 1000-01. Andrew Ferguson also discusses the dangers of facial recognition in particular, for those who are homeless or otherwise forced to spend more time on the streets: “[T]he real ground-breaking shift will be when facial recognition technology can be used to match individuals on the street to risk-scores in a computer. While currently such real-time facial recognition technology does not exist—being limited to stationary video cameras—the technology is being developed to deploy facial recognition on police cameras and even police body-worn cameras. In this new world, the
communities and potentially take away resources from individuals and areas invisible to data collection sensors or subject to systematic underreporting.”

---

“One of the biggest tricks about all the algorithmic and predictive policing technology is it only seems to be good to expose the crimes of the poor. [...] There’s no Minority Report, as it were, for the wealthy.

- Desmond Cole (Author, Journalist, and Racial Justice Activist)

---

What Eubanks and Brayne discuss is a form of the adage ‘what gets measured, gets managed’: because those who live near or below the poverty line and the otherwise marginalized are more often subjected to a kind of measurement through state monitoring, quantification, and reduction to crude data points, they become systematically more susceptible to so-called management—and mismanagement—by law enforcement, in a way that more privileged members of society are not. The concern with algorithmic policing technologies in this context is that they overwhelmingly focus on certain types of crimes and offenders (e.g., street-level property crime or gang violence) while neglecting to train the same algorithmic eye on other kinds of crimes and offenders (e.g., environmental crime or criminal harassment). To be clear, this is not to say that algorithmic surveillance should be expanded to include a broader swath of crimes, given the privacy considerations expounded on in Section 5.2 (“Right to Privacy”). Rather, these trends constitute another form of inequality that is attached to algorithmic policing where marginalized groups are concerned.

Specifically, the selectivity of focus may constitute a form of adverse effects discrimination under section 15 if using algorithmic policing technology for certain types of crime means that combination of facial recognition and the heat list will mean that each person on the street can be scored and tracked.” Andrew Guthrie Ferguson, “Illuminating Black Data Policing” (2018) 15 Ohio State Journal of Criminal Law 503 at 521 (footnotes omitted).

Sarah Brayne, “Big Data Surveillance: The Case of Policing” (2017) 82:5 American Sociological Review 977 at 998 (footnotes omitted). Brayne’s statement draws attention to the fallacy that what a system can measure happens to be an appropriate, let alone the best, metric by which to assess outcomes, when this may not be the case. See also Cathy O’Neil, Weapons of Math Destruction: How Big Data Increases Inequality and Threatens Democracy (New York: Crown Publishing Group, 2016). In fact, such indicators may simply have been the most easily measured and, thus, incorrectly treated as the most important indicators of effective law enforcement or of community safety. To the authors’ knowledge, there have been no studies that have determined that focusing exclusively on developing predictive policing for street crimes would lead to greater total community safety and well-being compared to focusing instead on preventing certain other kinds of crimes with the same amount of resources.

---

In another example of the adage, empirical research conducted by Scot Wortley and other researchers centres racism and racial profiling by police services as the phenomenon to be measured, and thus more given to be “managed”, or addressed as a serious public policy problem and justice system concern. See e.g., Scot Wortley, “Police Use of Force in Ontario: An Examination of Data from the Special Investigations Unit: Final Report” (Research Project Conducted on behalf of the African Canadian Legal Clinic for Submission to the Ipperwash Inquiry) <https://www.attorneygeneral.jus.gov.on.ca/inquiries/pperwash/policy_part/projects/pdf/AfricanCanadianClinicIpperwashProject_SIUSTudybyScotWortley.pdf>; Scot Wortley & Akwasi Owusu-Bempah, “The usual suspects: police stop and search practices in Canada” (2011) 21:4 Policing and Society 395; Steven Hayle, Scot Wortley, & Julian Tanner, “Race, Street Life, and Policing: Implications for Racial Profiling” (2016) 58:3 Canadian Journal of Criminology and Criminal Justice 322.
disproportionate focus is directed towards members of communities who are defined by protected
grounds (as opposed to instead turning the state’s formidable surveillance apparatus upon predicted
suspects and potential offenders with sociopolitical and socioeconomic advantage).\textsuperscript{535} Further, socio-
economic disadvantage is intertwined with, and often a direct intergenerational result of, the historic
and ongoing systemic disadvantage experienced on the basis of other protected grounds.\textsuperscript{536} Poverty,
homelessness, and socio-economic status must, therefore, be taken into account before adopting any
new technologies where criminal jeopardy is at stake.

The presence and activities of marginalized individuals may be simply more visible to algorithmic
policing technology and related law enforcement tools that purport to detect signs of criminality;
visibility alone, however, does not indicate anything about actual criminality. Yet, this disproportionate
exposure to being seen, scrutinized, and processed by the criminal justice system involves particularly
high stakes for communities that are already over-policed and unjustly overrepresented throughout
subsequent stages of the system. A Black or Indigenous individual, for example, is at higher risk of
surveillance, monitoring, and suspicion to begin with and, once monitored, is then at higher risk of
being searched or detained and arrested. Once detained, they are at higher risk of being subjected
to unnecessary use of force. Once arrested, they are at higher risk of being charged. Once charged,
they are at higher risk of being incarcerated, with more or harsher conditions, and for longer periods,
compared to white individuals. And, finally, once incarcerated, they are at higher risk of being subjected
to more punishing treatment and abuse, compared to white individuals under the same or similar
circumstances.

Therefore, initial encounters with law enforcement, which may be considered “low stakes” by members
of groups (such as the affluent or the politically powerful) that have historically enjoyed good
relations with criminal justice institutions, “can lead to more serious police interventions” in the case
of historically overpoliced groups.\textsuperscript{537} Every encounter risks violating a marginalized individual’s right
to liberty and equality, right to be free from discrimination, and right to be free from unreasonable
search and seizure. Any one of these initial violations may easily snowball into layers of subsequent
abuses and unjust treatment at every subsequent stage in the criminal justice system, even where the
impacted individual did nothing to warrant scrutiny in the first instance. What may have begun as a

\textsuperscript{535} For a satirical and pointed proof-of-concept, see Brian Clifton, Sam Lavigne, & Francis Tseng, “Predicting Financial Crime: Augmenting the
algorithms-pick-up-our-biases-in-a-single-map}.

\textsuperscript{536} See e.g., Bourassa et al, “Understanding the Intergenerational Effects of Colonization: Aboriginal Women with Neurological Conditions—
Their Reality and Resilience” (2015) 10:2 \textit{International Journal of Indigenous Health} (revised references 2016) 3 at 9-11; Savannah Hope et al,
“Intergenerational Trauma and Aboriginal Homelessness” (September 2017), online (pdf): Social Planning and Research Council of Hamilton
Pruegger, Derek Cook & Sybille Richter-Salomon, “Inequality in Calgary: The Racialization of Poverty” (2009), online (pdf): City of Calgary
Equity 378.

\textsuperscript{537} Ontario Human Rights Commission, Under Suspicion: Research and consultation report on racial profiling in Ontario (April 2017), at 38
mistake or misconduct based on racial profiling, a biased data set, a poorly designed algorithm, or all of the above, can result in algorithmically altered fates with severe and far-reaching repercussions for marginalized individuals and communities that are protected under section 15 of the Charter.
The Evolving Law of Socio-economic Status as a Protected Human Rights Ground of Equality and Freedom from Discrimination

The constitutionality of discrimination on the basis of low-income socio-economic status is an evolving issue in Canada. Canadian courts do not yet generally recognize poverty or socio-economic status as falling under an analogous ground under section 15. Legal scholars have called for the acceptance of poverty as a defining characteristic that gives rise to section 15 protection under the Charter. Multiple appellate decisions have begun to trace the contours of an emergent acknowledgement of the link between socio-economic status and discrimination. Full recognition of this link would ensure that individuals who lack socio-economic status have equally meaningful access to Charter rights in Canada.

For example, in the 2018 decision in *R v Meads*, the Ontario Court of Appeal struck down legislation that denied individuals enhanced credit for pretrial custody on the ground that they had failed to show cause why they should not be held in pretrial detention (as opposed to being released on bail). The Court held that one reason the law violated section 7 of the Charter was that well-heeled individuals are more likely to demonstrate why they should make bail. This analysis is significant in the context of predictive policing tools because being able to make bail is essentially a question about risk (or lack thereof) and, in that way, is analogous to a predictive tool. The Court’s reasoning has implications for an equality rights analysis of algorithmic policing because the Court said that disproportionately disadvantaging accused persons who are indigent violates the Charter. *Meads* was decided under section 7 (the law was overbroad), but it is relevant to section 15 because the law was overbroad based on principles of equality and freedom from discrimination. The Court found that “poor and socially isolated individuals,” due to poverty, mental health, or addiction, would not have access to the resources required to prove they met the criteria for pretrial release. Detention would thus result from “social and economic disadvantage” rather than any misconduct. The law thus bore “no rational connection to the objective of deterring misconduct on release.”

Examples of the relevance of poverty as an analogous ground appear in decisions from lower courts and tribunals that have recognized narrower related characteristics—such as public-housing

---

538 See e.g., the history tracing jurisprudence of an “effort to disappear the poor within section 15(1)” in Kerri Froc, “Immutability Hauntings: Socioeconomic Status and Women’s Right to Just Conditions of Work under Section 15 of the Charter” in Martha Jackman and Bruce Porter, eds, Advancing Social Rights in Canada (Toronto: Irwin Law, 2014) 187.

539 *R v Boudreault*, 2018 SCC 58; *Quebec (Attorney General) v Alliance du personnel professionnel et technique de la santé et des services sociaux*, 2018 SCC 17; and *R v Le*, 2019 SCC 34 at para 59.

540 *R v Meads*, 2018 ONCA 146.

541 *Ibid* at para 46.
tenants; racialized, single, immigrant mothers or women; and single mothers receiving social welfare—as analogous grounds. Provincial human rights law in Quebec, New Brunswick, and the Northwest Territories also recognize “discrimination against those suffering from social and economic disadvantage, such as social assistance recipients and workers in precarious and low-paying positions, who face discriminatory assumptions regarding, for example, their ability to pay for rent or goods and services.”

In the criminal justice context, R v. Le is a landmark constitutional liberty and privacy case involving racialized individuals and the socio-economically disadvantaged. In this decision, the Supreme Court of Canada established that “we have arrived at a place where the research now shows disproportionate policing of racialized and low-income communities.” This developing equality jurisprudence will have consequences in future case law and, thus, needs to be monitored given the mounting recognition that poverty itself has long been a basis of wrongful discrimination.

---

542 Sparks v Dartmouth/Halifax (County) Regional Housing Authority, 119 NSR (2d) 91 (NSCA); Kearney v Bramalea Ltd. (No. 2) (1998), 34 CHRR D/I (Ont Bd Inq); and Falkiner et al v Ontario (Director of Income Maintenance, Ministry of Community & Social Services) (2002), 159 OAC 135 (CA).

543 “According to the Commission, social profiling is a form of discrimination pursuant to section 10 of the Quebec Charter of Human Rights and Freedoms... including ‘social condition.’ Social condition has been a prohibited ground of discrimination under the Quebec Charter since its adoption in 1975. ... Homelessness has been accepted by human rights tribunals, courts, and the Quebec Human Rights Commission as a form of ‘social condition.’” Marie-Eve Sylvestre and Céline Bellot, “Challenging Discriminatory and Punitive Responses to Homelessness in Canada” in Martha Jackman and Bruce Porter, eds, Advancing Social Rights in Canada (Toronto: Irwin Law, 2014) 155 at 172-73.

544 “Both Quebec and New Brunswick also adopt an objective-subjective test for social condition in the guidelines of their respective human rights commissions. ... This test has evolved over time in Quebec to address discrimination against those suffering from social and economic disadvantage, such as social assistance recipients and workers in precarious and low-paying positions, who face discriminatory assumptions regarding, for example, their ability to pay for rent or goods and services.” Wayne MacKay & Natasha Kim, “Adding Social Condition to the Canadian Human Rights Act”, Canadian Human Rights Commission (February 2009) at 3 <http://publications.gc.ca/collections/collection_2012/ccdp-chrc/HR4-14-2009-eng.pdf>.

545 R v Le, 2019 SCC 34 at para 97.
5.4.4. Inequality by Design and “Math-washing” Injustice

Adverse effects discrimination in algorithmic policing can result from how an algorithm is designed. Software programmers make a number of consequential choices when developing code that will be used for criminal justice. These choices can be laden with pre-existing biases, value judgments, lack of domain expertise or lived experience, or ignorance with respect to the real consequences of certain mathematical decisions for marginalized individuals and their communities.

For example, Equivant (formerly Northpointe) designed the recidivism prediction algorithm, the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) according to a certain understanding of what they considered it meant for an algorithm to be fair. Yet COMPAS enshrined, in code, bias against Black defendants—locking in inequality by design. According to computer scientist Arvind Narayanan, there are at least 21 different definitions of fairness that could be used in designing an algorithm, each of which promotes certain values and politics over others.

Those who develop an algorithm such as COMPAS may have to choose (or may unknowingly decide) between, for example, prioritizing equal predictive accuracy for all groups, prioritizing minimizing false negatives over minimizing false positives, or prioritizing the maximization of true positives at the expense of increasing false positives. Many design choices involve a trade-off in one way or another, but those who are most impacted by police algorithms—such as individuals who are brought into the criminal justice system or wrongfully criminalized by law enforcement authorities that rely on algorithmic assessments—have little say in which trade-offs are made.

Algorithms that are used for policing and law enforcement purposes and that, by design, perpetuate disadvantage for individuals in a protected group would be, or ought to be, considered a violation of section 15. In Ewert v. Canada, for instance, the impugned risk assessment tools were designed, developed, tested, and validated without Indigenous defendants in mind and without their involvement, even though these tools are now used disproportionately on Indigenous individuals—which is, itself, a result of their general over-representation in the criminal justice system, due to factors described in Section 2.1 (“Criminal Justice and Systemic Discrimination in Canada”). The Supreme Court of Canada did not find that the Correctional Service of Canada’s use of these tools violated Mr. Ewert’s section 15 rights, on the basis that there was insufficient evidence that the tools “in fact overestimate the
risk posed by Indigenous inmates or lead to harsher conditions of incarceration or to the denial of rehabilitative opportunities because of such an overestimation.”

This finding suggests that where there is evidence of such overestimation, harsher consequences, or denial of benefits for a protected group—as is the case with COMPAS—it would be open to a court to find that reliance on such a tool does violate section 15.

Algorithmic policing technologies may not only encode inequality and discrimination into the criminal justice system, but they also mask this injustice by virtue of their reliance on algorithms; the adoption of these tools can provide algorithmic policing systems a veneer of scientific and mathematical “infallibility”, “neutrality”, or “objectivity”. This phenomenon of “math-washing” situations simultaneously obscures the root causes of inequality and related socio-political injustices, which algorithms are put forth to ostensibly “solve,” while redirecting time, attention, and resources away from genuine reforms of underlying structural or institutional systems and patterns of harm.

According to Ruha Benjamin, algorithmic band-aids for deep-seated societal ills “offer pragmatic inclusion in place of political and social transformation. [...] New Jim Code fixes are a permanent placeholder for bolder change.”

As an example, the Stop LAPD Spying Coalition points to systemic racism as the core issue that law enforcement agencies, governments, and broader society must address. Rather than trying to improve algorithmic policing, “critical race theorists contend that [...] the complete dismantling of racism in one context necessitates concomitant consideration of other forms of oppression in other contexts... A more equitable application of the LASER program, if it were even possible, should not be the goal then. Such colorblind policies are not sufficient to adequately address institutionalized racism, which the LASER program is but one manifestation of.”

Put another way, problems related to inequality in the criminal justice system existed before and outside of algorithms; their solutions are beyond the purview and constraints of algorithms as well.

---


551 “Mathwashing” is “the assumption that algorithmic models don’t have subjectivity baked into them because they involve math”: Elizabeth E Joh, “Feeding the Machine: Policing, Crime Data, & Algorithms” (2017) 26:2 William & Mary Bill of Rights Journal 287 at 292 <https://scholarship.law.wm.edu/cgi/viewcontent.cgi?article=1835&context=wmborj>. The term was coined by a former data scientist at Kickstarter, Fred Benenson, who described it as follows: “Mathwashing can be thought of using math terms (algorithm, model, etc.) to paper over a more subjective reality.” Tyler Woods, “‘Mathwashing,’ Facebook and the zeitgeist of data worship”, Technical.ly (8 June 2016) <https://technical.ly/brooklyn/2016/06/08/fred-benenson-mathwashing-facebook-data-worship/>.

552 “ADS [automated decision systems] are often adopted to avoid or obfuscate broader structural and systemic problems in society – problems that are often beyond the capacity of cash-strapped agencies to address meaningfully;” Meredith Whittaker et al, “AI Now Report 2018” (December 2018), AI Now Institute, at 40 <https://ainowinstitute.org/AI_Now_2018_Report.pdf>.


5.4.5. Concluding Comments: Algorithmic Policing and the Right to Equality and Freedom from Discrimination

Equality and discrimination concerns are at the heart of many issues with algorithmic policing technologies. Such technologies combine two fields that have historically discriminated against section 15 protected groups: criminal justice and algorithmic decision-making (as a subset of the technology sector more broadly). In addition to the specific equality issues discussed above, two additional cross-cutting considerations are core to assessing algorithmic policing technologies with regard to section 15 rights.

First, section 15 violations that may occur through algorithmic policing can disproportionately impair marginalized individuals’ other Charter rights, such as the right to privacy and to be free from unreasonable search and seizure, the right to liberty and to be free from arbitrary detention, and the right to a presumption of innocence. As such, where the state engages with, uses, or relies on algorithmic policing technologies to the particular detriment of marginalized communities—such as collecting private-sector data from commercial entities, seeking data from social services agencies that primarily serve marginalized communities, using data-mining techniques to identify individuals based on protected characteristics, or more frequently conducting police stops on marginalized individuals or within their communities based on algorithmic indicators—the state may be violating its domestic and international human rights obligations to uphold equality and freedom from discrimination.

Second, given the opaque and often privatized nature of algorithmic policing technology, the deep-seated prevalence of systemic discrimination and the historical difficulties of proving adverse effects discrimination in court, lawmakers should consider implementing a reverse onus in section 15 claims concerning algorithmic bias. Teresa Scassa has pointed out that in Ewert v. Canada, it “took [the defendant] 18 years [and] a dedicated team of lawyers” to advance the litigation. She has suggested that a requirement “to demonstrate discriminatory impacts or effects, or to show how the algorithm itself and/or the data used to develop it incorporate biases or discriminatory assumptions [...] will impose a significant evidentiary burden” on future parties, who will likely be already marginalized individuals. Legal scholars have also previously suggested implementing a reverse onus in the context

---

555 See Section 5.2 (“Right to Privacy”).
556 See Section 5.5 (“Right to Liberty and to Be Free from Arbitrary Detention”).
558 “To date, few decisions of the Supreme Court have dealt with adverse effect discrimination, perhaps because of the significant practical difficulties involved in adducing sufficient evidence to demonstrate adverse impacts on particular groups, such as women (Symes v. Canada, [1993] 4 S.C.R. 695). Where adverse impact claims have succeeded under the Charter, they have been based on self-evident societal patterns amenable to judicial notice...” “Section 15 – Equality rights”, Department of Justice (17 June 2019) <https://www.justice.gc.ca/eng/csj-sjc/rfc-dlc/ccrf-ccdl/check/art15.html>.
560 Ibid.
of racial profiling and arbitrary detention under section 9 of the Charter, based on similar equitable considerations.\textsuperscript{561} Shifting this burden would recognize the formidable challenges facing equality-seeking and marginalized individuals who are trying to prove that an algorithmic policing technology is discriminatory. Such individuals’ lack of access to a given algorithm, combined with other areas of stark information asymmetry, will almost undoubtedly put state actors and private sector businesses in the best position to provide the relevant evidence in nearly every case.

Lastly, several policy recommendations flow from analyzing bias in design, data, policing, and community impact in the context of algorithmic policing technology. These recommendations would mitigate the risks or impacts of section 15 violations associated with such technology, and should begin with ensuring that historic police data sets are not used to train or operate law enforcement algorithms. Preventing and mitigating section 15 violations also requires meaningful involvement and consultation of marginalized and historically over-criminalized communities be integrated into any design, development, or implementation process of an algorithmic policing technology. While training police officers plays a role, to mitigate unconscious bias and automation bias where they are sent to algorithmic “hot spots” or where they engage with “heat list” or algorithmically risk-assessed individuals, studies have shown that such training is often not effective and thus cannot weigh against substantive reasons to ban or severely limit the use of algorithmic policing technologies where they introduce risks to equality and freedom from discrimination. Further prevention or mitigation measures include tracking output data of policing algorithms on an ongoing basis to monitor for problematic trends that appear to target marginalized communities or display bias against section 15 protected groups; establishing a firewall to prevent or minimize data-sharing between social service providers and law enforcement agencies; and reconsidering whether an algorithmic policing technology is truly an appropriate solution, as opposed to directing resources and attention to underlying substantive societal issues and root causes such as systemic racism or classism.

5.5. Right to Liberty and to Be Free from Arbitrary Detention

Canadian constitutional law and international human rights law guarantee the right to life, liberty, and security of the person, including the right not to be detained arbitrarily. The Universal Declaration of Human Rights and ICCPR both establish “the right to liberty and security of person” and the right

\textsuperscript{561} See e.g., “In light of this evidence [of racial profiling of Black drivers] and the evidence of systemic racism in Canada, the evidentiary burden under section 9 should shift to the Crown to establish, on a balance of probabilities, that a so-called routine vehicle stop of a Black driver was not motivated by race. [...] Not only is this burden consistent with equality and fairness principles, but also, with precedent and policy, [...] Since the police are part of the administration of justice, the Crown should be held accountable for police misconduct such as racial profiling.” David M Tanovich, “Using the Charter to Stop Racial Profiling: The Development of an Equality-Based Conception of Arbitrary Detention” (2002) 40:2 Osgoode Hall Law Journal 145 at 181-82. Regarding the establishing of investigative detention in \textit{R v Mann}, 2004 SCC 52: “[G]iven the evidence of amenability to abuse, the odd fit between investigative detentions and ss. 10(a-c) of the Charter, and the novel nature of the power, had it been alive to the racial aspect of this issue, the Supreme Court might have held that the Crown should bear the burden of showing that an investigative detention is reasonable and justified.” Benjamin L Berger, “Race and Erasure in \textit{R. v. Mann}” (2004) 21 Criminal Reports (Articles) 58 (WL). See also Gabriella Jamieson, “Using Section 24(1) Charter Damages to Remedy Racial Discrimination in the Criminal Justice System” (2017) 22 Appeal 71 at 85-86 (“A Shifting Burden in the Future?”).
not to be “subjected to arbitrary arrest or detention.” Similarly, section 9 of the Canadian Charter provides every individual with “the right not to be arbitrarily detained or imprisoned,” while section 7 guarantees that everyone “has the right to life, liberty and security of the person and the right not to be deprived thereof except in accordance with the principles of fundamental justice.”

Algorithmic policing technologies engage section 9 and section 7 liberty rights because they increase the risk that an individual may be arrested or detained arbitrarily or deprived of their liberty in a manner that is not in accordance with the principles of fundamental justice. The following subsections of this report analyze two central concerns with algorithmic policing technologies in this regard. Section 5.5.1 demonstrates how relying on an algorithmic policing technology to arrest or detain an individual may not satisfy the “reasonable suspicion” or “reasonable grounds” standard in Canadian law. Reliance on algorithmic predictions does not satisfy the requisite standard because algorithmic predictions involve generalized predictions that may result in generalized suspicion, supplanting individualized assessments of someone's personal characteristics and behaviour, thus potentially rendering the arrest or detention unconstitutional. Section 5.5.2 discusses the problem of unconscious bias among law enforcement officers and other actors in the criminal justice system, specifically as manifested in racial bias and racial profiling. Algorithmic policing technologies may contribute to increased racial profiling, which Canadian courts have established renders a detention or arrest arbitrary and thus unconstitutional.

Due to some overlap in subject matter, the legal and policy analysis in this section will focus on section 9 and arbitrary arrest and detention, while section 7 issues will be discussed later in Section 5.6 (“Right to Due Process”).

5.5.1. Algorithmic Policing and Generalized Suspicion

In Canadian criminal and constitutional law, the standard of reasonable suspicion is what prevents a detention from being arbitrary and thus unconstitutional. The standard “prevents the indiscriminate and discriminatory exercise of police power.” Algorithmic policing may threaten the right to be free from arbitrary detention based on the ways in which algorithmic predictions may interact with police officers’ suspicions in practice, and how those predictions may influence the legal analysis for reasonable suspicion in law.

For suspicion to be “reasonable,” section 9 jurisprudence requires the suspicion to be specific to an individual’s characteristics and behaviours. The grounds for detention must be reasonable and

562 The UDHR states, “Everyone has the right to life, liberty and security of the person” and “No one shall be subjected to arbitrary arrest, detention or exile.” Universal Declaration of Human Rights, adopted December 10, 1948, GA Res 217A(III), UN Doc A/810 at 71 (1948), arts 3 and 9. Article 9 of the ICCPR states, “Everyone has the right to liberty and security of person. No one shall be deprived of his liberty except on such grounds and in accordance with such procedure as are established by law.”


TO SURVEIL AND PREDICT

objectively established.\textsuperscript{566} Determining reasonable suspicion involves assessing “the totality of the circumstances, based on objectively discernible facts, and is subject to independent and rigorous judicial scrutiny.”\textsuperscript{567} As such, the grounds for a detention cannot be formed on the basis of unreliable information—such as faulty or inaccurate data—or for biased or discriminatory inferences. Using algorithmic predictions to justify a deprivation of liberty (e.g., an investigative detention on the street) thus raises section 9 concerns should the police service not have established the reliability of the algorithm or its underlying data.

Algorithmic policing methods tend to rely on generalized inferences by definition. As such, these methods contravene established law that reasonable suspicion cannot rely on generalized suspicion,\textsuperscript{568} such as suspicion based on beliefs about an ethnic group or on the location where an individual was found. Relying on algorithmic policing technologies as grounds for suspicion may violate section 9 where the algorithmic prediction(s) are based on statistical trends as opposed to being particularized to a specific individual.

Officers may subconsciously rely on a risk prediction generated by an algorithm to form grounds for suspicion that they consider to be “reasonable” even if “the actions of [a suspected or detained individual] have not changed at all. Objectively, what the suspect has done is no more or less suspicious or criminal than an individual who was not subject to an elevated risk prediction. Yet the prediction, in combination with a profile of generalized criminal activity,” may be relied on by the officer to formulate suspicions or justify a detention—even if there had been no other cause for suspicion in the absence of the algorithmic tool.\textsuperscript{569} Algorithmic predictions may thus result in detentions that are rooted in generalized suspicion or questionable reliability in either the algorithm or its underlying data. The result is a potential increase in unconstitutional detentions (including police stops) than may have occurred in the absence of algorithmic policing technologies.

Research in this field has widely recognized the problem of ‘automation bias’, defined as the tendency of humans “to rely on the judgments of automated decisions as superior to their own, even when they have reason to believe the technology is flawed.”\textsuperscript{570} Acknowledging these concerns in an interview for this report, S/Constable Ryan Prox of the VPD responded that officers are trained explicitly against relying on algorithmic predictions as grounds for suspicion.\textsuperscript{571} However, neither the interview nor research for this report identified formal written policies that would reinforce this training. In

\textsuperscript{566} R v Chehil, 2013 SCC 49.
\textsuperscript{567} Ibid at para 3.
\textsuperscript{568} R v Kang-Brown, 2008 SCC 18.
\textsuperscript{571} Prox stated, “In terms of training, we make it very clear that if the police officers are deployed at forecasted locations, you cannot use the forecasting system as grounds for a street check. [...] Just because you see somebody walking down the street, the forecasting doesn’t give you licence to do a street check. You still need to form your grounds to engage in any capacity with a member of the public.” Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).

125
addition, training alone is likely insufficient to remove the risk of automation bias among officers.\footnote{572 See e.g., “Other studies cited by the authors, albeit in the context of automation bias, indicate that even explicit briefings about risk factors in HCI [human-computer interaction] do not mitigate the strength of automation bias, and this seems to be true in both multitasking and singletasking environments. An idle mind is not an empty mind, but rather a wandering mind, and when the stakes are high, the risk of complacency is still too great to be managed by rubber-stamp training interventions that make only a questionable difference to deep-seated psychological propensities.” John Zerilli, Alistair Knott, James Maclaurin & Colin Gavaghan, “Algorithmic Decision-Making and the Control Problem” (2019) 29 Minds and Machines 555 at 575.}

Moreover, training is only one component of broader police culture and practices, and the VPD is only one of more than 140 municipal police services in Canada.\footnote{573 Patricia Conor, “Police resources in Canada, 2017”, Statistics Canada (28 March 2018) <https://www150.statcan.gc.ca/n1/pub/85-002-x/2018001/article/54912-eng.htm>.} Without establishing effective training, technological literacy, cultural competence, and related best practices throughout all law enforcement agencies across the country, individuals remain at an elevated risk of having their section 9 rights violated by way of automation bias and other biases in algorithmic policing. Clear written policies, directives, and meaningful accountability mechanisms are recommended and discussed further in Part 6 (“Recommendations and Conclusion”) of this report.

### 5.5.2. Unconscious Bias and Racial Profiling

Algorithmic policing technologies are highly susceptible to incorporating and perpetuating the unconscious biases of their developers, reflecting biases embedded in their training data, and exacerbating any unconscious bias in the humans who use such technology. Their outputs about suspicious persons or places can perpetuate bias. Factors grounding reasonable suspicion “must respect Charter principles [and] must relate to the actions of the subject of an investigation, and not his or her immutable characteristics.”\footnote{574 R v Chehil, 2013 SCC 49 at para 43.} Relying on algorithmic tools may thus create significant constitutional and human rights issues where the algorithm generates predictions on the basis of an individual’s immutable characteristics (or known proxies for immutable characteristics) or demonstrates bias against particular groups.

For example, section 9 of the Charter renders it unconstitutional to engage in racial profiling as a basis for a detention. Racial profiling can occur through algorithms and be tacitly legitimized as a result of “math-washing.”\footnote{575 See Section 5.4.4 (“Inequality by Design and ‘Mathwashing’ Injustice”).} Canadian courts have expressly held that racial profiling can be proven through the existence of numerous factors, and they do not require explicit proof of overt bias in the mind of the police officer at the time of the detention. This principle stems from recognizing that “the attitude underlying racial profiling is one that may be consciously or unconsciously held, and racial profiling can be the product of overt, subconscious, or institutional racial bias.”\footnote{576 R v Neyazi, 2014 ONSC 6838 at para 195.} Further, racial profiling may occur when “race is used in conjunction with other factors.”\footnote{577 Ibid.}
The historic context and present-day reality of race relations and racial profiling in Canada creates possibly insurmountable constitutional hurdles to law enforcement authorities’ reliance on either police-generated data sets or systematically biased data sets of any kind to generate algorithmically derived predictions that are used to justify a deprivation of liberty. The Supreme Court of Canada has unanimously taken judicial notice of the accuracy of a significant body of research that has established that disproportionate policing of racialized and low-income communities occurs. Further, courts have also taken judicial notice that “racial minorities are both treated differently by the police and that such differential treatment does not go unnoticed by them.” The majority in R. v. Le held that “on a go-forward basis, these reports will clearly form part of the social context when determining whether there has been an arbitrary detention contrary to the Charter.”

Such findings support the fundamental need to place limits on the use of police-generated data sets to predict whether a presumed-innocent individual has committed or is likely to engage in a criminal offense and to justify detentions. This need is even greater in the context of systemic racism. Police services that seek to use algorithmic policing technologies that depend on underlying police data will thus face challenges in demonstrating the reliability and lack of bias in such systems as well as demonstrating that generalized suspicion does not play a role in subsequent decisions to detain or arrest someone. Notoriously unreliable information cannot reasonably serve to justify an interference with liberty through a detention or arrest.

Being subjected to heightened police scrutiny and additional stops and detentions as a result of algorithmic policing technologies can compound racialized individuals’ pre-existing negative experiences. Violations of the right to be free from arbitrary detention are often significant and humiliating experiences that strike at the core of individual dignity. These violations can unfold in a matter of seconds or minutes, and they can take a toll on a person’s physical and mental health, impact the individual’s ability to pursue employment and education opportunities, contribute to the continuing socio-political exclusion of racial minorities, cause a loss of trust in the fairness of the Canadian criminal justice system, and perpetuate the wrongful and disproportionate criminalization of individuals who often have not committed any unlawful activities.
5.5.3. Concluding Comments: Algorithmic Policing and the Right to Liberty and to Be Free from Arbitrary Detention

To comply with human rights and constitutional standards, law enforcement agencies that rely on algorithmic policing technologies cannot use them to justify interferences with liberty (e.g., arrests or detentions). By definition, algorithmic predictive policing is based on generalized statistical inferences. Canadian law requires an officer to have reasonable suspicion that a specific individual is implicated in criminal activity to justify their detention or arrest. The suspicion must be linked to the given person’s specific characteristics and behaviour. Further, suspicion is not reasonable if it is based on immutable characteristics such as race. Law enforcement actors that adopt algorithmic policing technologies must ensure that such methods do not, in practice, expand the scope of what is considered “reasonable” suspicion, particularly in the case of racialized or other marginalized communities that are already subjected to unreasonable suspicion in the form of unconscious bias and racial profiling in the criminal justice system.

5.6. Right to Due Process

The right to due process is a foundational principle in the criminal justice system and is enshrined in international human rights law and in the Charter. Article 14 of the ICCPR protects specific due process rights, such as the right to be presumed innocent until proven guilty in a fair hearing by an impartial arbiter in a court of law. Section 7 of the Charter guarantees that all individuals have the right to life, liberty, and security of the person, which cannot be limited “except in accordance with the principles of fundamental justice”. The principles of fundamental justice are the foundational, organizing principles and values that form the bedrock of how the justice system must operate. One specific principle of fundamental justice under section 7, for example, is the right to make full answer and defence to a criminal charge. The protection for due process rights in section 7 is reinforced by other rights in the Charter that relate to habeas corpus (a determination of whether an arrest or detention was lawful), the right to reasonable bail, the right to be free from arbitrary detention and arrest, and the right to a fair trial.

The use of algorithmic policing technology by law enforcement authorities raises several constitutional and human rights issues under the right to due process, which the following subsections of this report will analyze. Section 5.6.1 discusses the concept of algorithmic transparency and the connection between access to information and the ability for an individual to exercise their due process rights. Due process rights are engaged where individuals who are affected by algorithmic policing

589 Canadian Charter of Rights and Freedoms, s 7, Part I of the Constitution Act, 1982, being Schedule B to the Canada Act 1982 (UK), 1982, c 11, ss 9, 10(c), and 11(e).
technology are not able to obtain necessary information to evaluate the technology’s reliability, so they can determine whether their rights have been infringed or not by its use. Section 5.6.1 also presents concerns regarding the influence of private sector vendors over access to information and due process rights.

Section 5.6.2 examines how algorithmic policing technologies may impact the right to make full answer and defence, including the role of disclosure (i.e., law enforcement disclosing that such technology was used in an individual’s case, and related details). Where full disclosure of relevant information about an algorithmic policing technology is not possible, the use of that technology by law enforcement in a manner that affects an individual’s liberty or other Charter-protected rights is incompatible with the right to due process.

5.6.1. Informational Barriers to Due Process: Algorithmic Transparency and Private Sector Influence

Law enforcement agencies’ use of algorithmic policing technology engages due process concerns where there are barriers to the disclosure of information about the technology. Information asymmetry between law enforcement authorities who use algorithmic policing technologies and the individuals and communities who are disproportionately and negatively impacted by them raises the issue of algorithmic transparency. The concept of algorithmic transparency is part of a broader framework of principles that are generally referred to as algorithmic fairness, accountability, transparency, and ethics (FATE). While it has become widely recognized that algorithmic transparency, alone, does not necessarily amount to algorithmic accountability without further action, transparency is frequently a precondition to achieving accountability, and the absence of transparency warrants particular attention.

Providing transparency with algorithmic policing technologies may be challenging, if not impossible, due to the nature of the technology itself. Machine-learning methods “vary considerably in the level of transparency they are able to provide,” as some “forms of machine learning provide far less information in terms of how the model computes an outcome,” In some cases, even the developer


592 Alexander Babuta, Marion Oswald and Christine Rinik, “Machine Learning Algorithms and Police Decision-Making Legal, Ethical and Regulatory Challenges” (September 2018) RUSI Whitehall Report 3-18, <https://rusi.org/sites/default/files/201809_whr_3-18_machine_learning_algorithms.pdf.pdf>. See also, UN General Assembly, Report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression, A/73/348 (29 Aug 2018) <https://undocs.org/A/73/348> at para 40; “Can we open the black box of AI?”, <https://www.nature.com/news/can-we-open-the-black-box-of-ai-1.20731>. The black box problem includes, for example, not being able to tell or explain what factors an algorithm relied on to make a decision, or not knowing how much or how little weight the algorithm assigned to different
of an algorithmic technology may not be able to explain how the algorithm arrived at the decision it generated. For example, in discussing the Vancouver Police Department’s (VPD) GeoDASH algorithmic forecasting system, S/Constable Ryan Prox shared that VPD officers run their “algorithm in its machine-learning retraining mode at 3-week intervals; every 3-week interval it rewrites its algorithmic code. That’s why we do the independent audits. Because I can’t tell you what factors it’s weighting according to making the determinations for the boxes. I can tell you if it’s doing it accurately, based on where the incidents are taking place, but I can’t tell you the ‘why’, and what weighting it’s putting on what factors.”

The increasing partnership between private businesses and law enforcement presents specific challenges regarding transparency and due process rights. Private companies often resist, or refuse to provide, full and meaningful disclosure about their algorithmic policing tools, including information about the underlying algorithmic models, variables, data sets used, and testing that speaks to the tool’s level of reliability and accuracy. At the same time, police technology vendors contribute to reduced transparency in the initial procurement process through lobbying government agencies behind the scenes to purchase, adopt, or promote their products. Trade secrets and other intellectual property laws also pose substantial barriers to the FATE principles in algorithmic decision making. For example, when the VPD first implemented the GeoDASH APS, it was presented to the VPD’s oversight board in camera to protect the private commercial interests involved. Concerns about proprietary software contributed to the SPPAL’s decision to develop their algorithmic policing technology in-house:

Not speaking for all the partners, but initially when we started out, because we were concerned about the black-box nature of proprietary software. With consultation with the university and our sense we

593 Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).

594 For example, a lobbyist hired by Shotspotter, the vendor of an algorithmic gunshot detection system, has been registered with the City of Toronto since 2013 and had multiple communications with two city councillors and Mayor John Tory and their staff between 2013 and 2016. Subsequently, Shotspotter CEO Ralph Clark and three other senior executives registered as lobbyists just a few days following Mayor Tory’s motion to the Toronto Police Services Board for funding to licence Shotspotter software in Toronto. City of Toronto, <http://app.toronto.ca/lobbyistsearch/searchinput.do> (available by searching with keyword “ShotSpotter”, accessed 1 October 2019); “Could a Controversial Gun Surveillance System Help Tackle Toronto Crime?” The Globe and Mail, <https://www.theglobeandmail.com/news/toronto/technology-offers-police-more-than-a-shot-in-the-dark/article30773005/>; and Jessica Patton, What is ‘ShotSpotter’? Controversial gunshot detector technology approved by Toronto police’, Global News (20 July 2018). In Massachusetts, a facial recognition company called Suspect Technologies offered to provide its product to the local police department for free, in exchange for the department’s support on a government grant application. Joseph Cox, “‘They Would Go Absolutely Nuts’: How a Mark Cuban-Backed Facial Recognition Firm Tried to Work With Cops”, VICE Motherboard (6 May 2019) <https://www.vice.com/en_ca/article/xwny7d/mark-cuban-facial-recognition-suspect-technologies>.

595 However, see Andrew Selbst’s explanation that trade secrets may not always necessarily hinder algorithmic transparency in the context of algorithmic impact assessments; but where they do, “there is no reason, as a matter of policy, why trade secrets should have preferential status over something as important as fairness in criminal justice.” Andrew D. Selbst, “Disparate Impact in Big Data Policing” (2017) 52 Georgia Law Review 109 at 190. See also
could develop something in a more transparent and maybe even more cutting-edge way, we opted against it. That's currently where we're at, especially for this project. That's not to say in the future certain things couldn’t be considered. But, as of now, it was a conscious effort to do this in-house, so we could be as transparent as possible, and so we could review and defend it.\textsuperscript{597}

Litigation in the United States regarding the COMPAS risk assessment technology serves as a cautionary example of how due process principles have not always been guarded or prioritized from the earliest stages of potential procurement or use. In State v. Loomis, the State of Wisconsin did not provide disclosure about how the COMPAS risk assessment tool had been used in the defendant’s case,\textsuperscript{598} including information about “how the risk scores [were] determined, or how the factors [were] weighed.”\textsuperscript{599} Disclosure was not provided because the COMPAS vendor, Northpointe, Inc. (now Equivant) asserted proprietary claims.\textsuperscript{600} The Wisconsin Supreme Court held that using an algorithmic risk assessment in criminal sentencing did not violate the defendant’s right to due process despite this lack of disclosure\textsuperscript{601} and despite acknowledging that studies testing COMPAS predictions “raise concerns regarding how a COMPAS assessment’s risk factors correlate with race.”\textsuperscript{602} One study showed that “[B]lack defendants ‘were far more likely than white defendants to be incorrectly judged to be at a higher risk of recidivism’... [while] white defendants were more likely than [B]lack defendants to be incorrectly flagged as low risk.”\textsuperscript{603}

Even if Canada were to establish laws that required disclosure from vendors, trade agreements may block the ability to apply conditions at the procurement or importation stage.\textsuperscript{604} Exceptions apply only in the context of specific investigations and cases and, even then, they remain “subject to safeguards against unauthorized disclosure.”\textsuperscript{605} This situation means that where an algorithmic policing technology is based in the United States or Mexico, the Canadian government may be barred from requiring full algorithmic transparency at the procurement stage. Rather, the technology’s underlying algorithms could not be examined until harm had occurred and an actual proceeding was underway—perhaps not even then and, almost certainly, not without encountering further obstacles in obtaining

\begin{itemize}
\item \textsuperscript{597} Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019).
\item \textsuperscript{598} The Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) is a risk-assessment tool designed to provide “decisional support” for the Department of Corrections when making placement decisions, managing offenders, and planning treatment.
\item \textsuperscript{599} State v Loomis, 881 NW 2d 749 (Wis 2016) at para 51.
\item \textsuperscript{600} State v Loomis, 881 NW 2d 749 (Wis 2016) at para 51.
\item \textsuperscript{601} State v Loomis, 881 NW 2d 749 (Wis 2016).
\item \textsuperscript{602} State v Loomis, 881 NW 2d 749 (Wis 2016).
\item \textsuperscript{603} State v Loomis, 881 NW 2d 749 (Wis 2016) at para 63.
\item \textsuperscript{604} Article 19.16.1 of the Canada-United States-Mexico Agreement (CUSMA) bars member countries from being able to require “access to” software source code or software algorithms based in the other countries as a condition of “import, distribution, sale or use” of that software in the country. Canada-United States-Mexico Agreement, 30 November 2018 (ratified 13 March 2020), Art 19.16, para 1, <https://ustr.gov/sites/default/files/files/agreements/FTA/USMCA/Text/19-Digital-Trade.pdf>.
\item \textsuperscript{605} Article 19.16.2 provides that a regulatory body or judicial authority may require the owner to “preserve and make available the source code of software, or an algorithm expressed in that source code, to the regulatory body for a specific investigation, inspection, examination, enforcement action, or judicial proceeding.” Canada-United States-Mexico Agreement, 30 November 2018 (ratified 13 March 2020), Art 19.16, para 2.
\end{itemize}
the required information. These considerations must be taken into account in the regulation and potential implementation of algorithmic policing, such as by prohibiting the procurement of commercial off-the-shelf algorithmic policing technologies from vendors based in the United States or Mexico or from any vendors who are unwilling or unable to meet a level of transparency required to protect constitutional and human rights in their use in Canada.

When considering whether to procure or use an algorithmic policing technology, Canadian governments, lawmakers, and criminal justice actors must be vigilant in prioritizing the due process rights of individuals who are subjected to the criminal justice system. As the federal Department of Justice recognizes, “it may be assumed that if [procedural protections] apply outside the criminal context, they apply with greater force in the criminal context.” Public interest legal standards must apply to commercial vendors that enter into contracts with government or law enforcement for algorithmic policing tools whenever criminal jeopardy is at stake. It is not justifiable to prioritize proprietary interests or profit at the expense of individuals’ human and constitutional rights, such as the right not to be deprived of liberty except in accordance with the principles of fundamental justice.
Open Source Algorithms and Source Code Review

As a matter of public accountability and public funding, government and law enforcement agencies that develop algorithmic policing technologies—whether in-house or in partnership with private vendors—should make the source code and related details of such technologies publicly available in machine-readable and human-readable forms. Doing so would serve to make the right to due process and right to a remedy meaningful. Making the source code of an algorithmic policing technology publicly available would also support informed public participation in meaningful democratic dialogue regarding whether to adopt a particular technology for law enforcement purposes. One potential mechanism through which open-source code policies could be accomplished is to apply open-source software licensing, such as the GNU General Public License (GPL), to the software behind algorithmic policing technologies. Open software licensing would be appropriate in cases where technologies are publicly funded and, thus, should be available to members of the public for purposes of review or research.

There may be some kinds of algorithmic policing technologies for which it would be contrary to the public interest to release the source code to the public or make it open source. Where that circumstance can be demonstrated, the source code and related details must still be made available to the relevant public bodies and independent experts, on a confidential basis. This availability is necessary for the purposes of conducting algorithmic impact assessments, preprocurement reviews, and tests for security vulnerabilities. Similarly, where any such technology has been developed or adopted and put into use, the source code must be made confidentially available for auditing, investigations, and judicial proceedings. The broad rationale for such confidentiality should be made public and confirmed by oversight groups, such as the relevant information or privacy commissioner. The agencies and individuals who are granted access to the source code for review and auditing purposes may be bound to confidentiality with respect to the contents of the source code itself, but they should not be bound to confidentiality with respect to their findings based on the source code.

Government and law enforcement agencies that acquire off-the-shelf algorithmic policing technologies but are not involved in the development of any of the acquired technologies should include as a condition of all procurement contracts that vendors waive trade secrets and related proprietary rights. These rights should be waived for all released versions of proprietary software components to the extent that allows for access to and testing of the algorithmic technology by public bodies and independent experts. Such waiver includes waiving proprietary rights for the relevant government or law enforcement agency, which will allow them to conduct independent audits, investigations, inspections, examinations, enforcement actions, or judicial proceedings. This process would also be subject to safeguards against unauthorized disclosure should non-disclosure to the public be found to override public interest considerations.

608 “GNU General Public License”, GNU Operating System (18 November 2016) <https://www.gnu.org/licenses/gpl-3.0.en.html>; and “About The Licenses”, Creative Commons <https://creativecommons.org/licenses/>.
Putting this recommendation into practice could, as an example, involve the Office of the Privacy Commissioner, the Canadian Centre for Cyber Security, or federal research agencies as the public bodies responsible for reviewing algorithmic policing technology as a part of the procurement process. They, in turn, could retain independent experts to assist in review and auditing.
5.6.2. Non-Disclosure and the Right to Make Full Answer and Defence

The right to make full answer and defence to a criminal charge—a component of due process protection—is one of the principles of fundamental justice under section 7 of the Charter. This principle imposes a duty on the prosecuting Crown to disclose all relevant information in its possession or control to defendants in criminal proceedings. Without full disclosure of such information or if full disclosure is not possible, the use of algorithmic policing technology that leads to interference with an individual’s liberty risks wrongful convictions in the criminal justice system and would contravene the right to due process.

Whether the non-disclosure of information about an algorithmic policing technology violates due process rights is a context-specific determination. The scope of due process rights is informed by the nature of the individual’s jeopardy (i.e., what type of Charter-protected interests have been affected or are at stake); what potential defences or Charter claims may be in play; and whether law enforcement’s use of an algorithmic policing technology is relevant to the issues in dispute (i.e., whether a Charter or human right has been violated or can be justifiably restricted).

Delineating an individual’s right to due process and to make full answer and defence with regard to the use of specific technologies will entail highly contextual inquiries. To illustrate the tensions that inform whether the use of algorithmic policing technology is compliant with due process rights, this subsection focuses on one of the main sources of due process protection: the right to make full answer and defence where the state seeks to limit an individual’s liberty in criminal proceedings.

When it comes to algorithmic policing technology, any assessment of the right to disclosure necessarily implicates the principle of algorithmic transparency. In the context of a criminal case, algorithmic transparency requires determining what type of information must be disclosed to protect the right to make full answer and defence of an individual who has been affected by an algorithmic policing technology. The Crown should be required to disclose the following types of information, so the defendant can assess a technology’s reliability as well as any applicable Charter issues and defences surrounding the tool’s use:

- How the tool and its underlying algorithmic models work (if the developers cannot say how the tool or its algorithms work, they must indicate that explicitly);
- What data sets the algorithms were trained on;

---

609 The right to make full answer and defence is a companion to the right to a fair trial, which is itself also guaranteed under section 11(d) of the Charter.

610 The Crown must disclose all information in the possession of the prosecuting Crown (except to the extent that it is clearly irrelevant, privileged, or its disclosure is otherwise governed by law), as well as the fruits of the investigation in the possession of the police: R v Stinchcombe, [1991] 3 SCR 326; R v McNeil, [2009] 1 SCR 66. Relevant information includes information that speaks to the merits of the allegations; exculpatory information or information that may assist the defence in its own investigation or preparation for trial; and information relevant to Charter issues or remedies arising in the case: R v Stinchcombe, [1991] 3 SCR 326; R v Jackson, 2015 ONCA 832.
• How the algorithm weighs different factors (if the developers cannot identify how the algorithm weighs different factors, they must say so explicitly);

• What input data was used;

• Information about the relationship and any contracts, memoranda of understanding, or agreements between law enforcement and third-party private sector actors who were involved in data collection or data analytics that law enforcement relied on prior to the criminal charge;

• Information about the relationship and any contracts, memoranda of understanding, or agreements between law enforcement and third-party vendors of algorithmic policing tools that law enforcement purchased off-the-shelf or developed in collaboration with the private vendor; and

• Information about the testing and maintenance methods and practices used by the developer, including all available information regarding the reliability or accuracy rate of predictions or decisions generated by the tool in testing and/or prior in use cases (e.g., accuracy rate of recidivism prediction tools, accuracy rate of facial recognition tools).

As outlined in Section 5.6.1 (“Informational Barriers to Due Process: Algorithmic Transparency and Private Sector Influence”), barriers to the disclosure of information may arise depending on the nature of the technology or the existence of proprietary claims by private vendors. Where full disclosure of all relevant information is impossible (e.g., due to a third-party vendor’s assertion of a proprietary claim, or the developer’s inability to identify, on a technical level and in plain language, how an algorithm works or how it weighs various factors), law enforcements’ use of that technology in a manner that affects an individual’s liberty or other Charter-protected interests is incompatible with the right to make full answer and defence.

A key feature of due process rights relates to the overarching Charter principle that if the state interferes with an individual’s liberty, it can only do so in a reasonable manner. If an algorithmic tool is relied upon to form grounds for a deprivation of liberty and is unreliable or biased, it cannot reasonably serve as a justification for the deprivation of liberty or other affected rights. The Crown bears the burden to demonstrate whether limits on liberty are reasonably justified. As a result, for the Crown to meaningfully meet its burden, and for defendants, defence counsel, courts, and the public to be able to scrutinize the reliability and use of algorithmic policing technology by law enforcement, access to meaningful disclosure is a critical due process safeguard. When the Crown seeks to introduce evidence that was obtained through an algorithmic policing technology, access to disclosure must be provided.

611 The right to liberty protected by section 7 is reinforced by a range of protections that ensure that all deprivations of liberty must be reasonably justified. These protections appear at the various stages of the criminal process from an individual’s first encounter with police until the imposition and completion of sentence if found guilty. For example, after the front-line policing stage, section 11(e) guarantees that all persons charged with an offence have the right not to be denied reasonable bail without just cause, and the presumption of innocence protected by section 11(d) of the Charter means that an individual cannot be imprisoned for a crime unless the Crown establishes guilt beyond any reasonable doubt in a fair trial. Canadian Charter of Rights and Freedoms, s 7, Part I of the Constitution Act, 1982, being Schedule B to the Canada Act 1982 (UK), 1982, c 11, ss 9, 11(d), and 11(e).
TO SURVEIL AND PREDICT

In these situations, lack of disclosure would likely impair the Crown’s ability to satisfy its burden of showing that any limits on individual liberty were or would be reasonably justified. The failure to meet this burden would infringe the defendant’s right to make full answer and defence by depriving that individual and their counsel of relevant information regarding whether any deprivation of liberty is justified.

Any violation of the right to make full answer and defence, where algorithmic policing technology has been used, has significant consequences for those who have been targeted by the technology and for public trust in the administration of justice. Algorithmic policing technology is an ongoing, evolving field, and the reliability of these technologies across the board is not a matter of fact or scientific consensus. In fact, the Chicago Police Department ended its Strategic Subject List (SSL) in January 2020, after the city’s Office of Inspector General released an advisory questioning its reliability, and the Los Angeles Police Department ended its L.A. Strategic Extraction and Restoration (LASER) Program in March 2019, after its Inspector General completed an audit that found “a lack of clear, reliable data that could be used to measure both the inputs and outcomes” of the program. Questions about the reliability of such technologies are material, particularly in light of problems that have been raised by academics, disproportionately impacted communities, and human rights researchers. Concerns about the appropriateness of data sets used include questions about the source of the data, the age of the data, the sample size of the data, the demographics of those reflected in the data, and the accuracy of the data sets themselves. Concerns also surround the potential presence of systemic biases in data sets that are subsequently used to train or as input data for the algorithmic policing technology in question.

---

612 For example, a 2019 review of the existing literature identified only four empirical studies of predictive policing methods and concluded that “the current thrust of predictive policing initiatives is based on convincing arguments and anecdotal evidence rather than on systematic empirical research.” Further, the authors identified that the empirical literature was focused on evaluating the benefits of algorithmic policing and neglected to measure for adverse effects. Albert Meijer & Martijn Wessels, “Predictive Policing: Review of Benefits and Drawbacks” (2019) 42:12 International Journal of Public Administration, 1031-1039 at 1037 <https://www.tandfonline.com/doi/full/10.1080/01900692.2019.1575664>.


615 Mark P Smith, “Review of Selected Los Angeles Police Department Data-Driven Policing Strategies”, Office of the Inspector General, Los Angeles Police Commission (12 March 2019), at 23. <https://a27e0481-a3d0-44b8-8142-1376cfb6e32.filesusr.com/ugd/b2dd23_21f6e20f1f84c179abf440dd4c049219.pdf>. The report also raised concerns about the LAPD’s use of PredPol, including discrepancies in data collection which “made it difficult to draw conclusions about the effectiveness of the system in reducing vehicle or other crime”. Ibid, at 29.


Analogizing algorithmic policing technologies to the use of expert opinions in the criminal justice system may provide a framework and guiding questions for courts to refer to in assessing the reliability of such technologies. With expert evidence, courts exercise a critical gatekeeper function, ensuring that the admitted evidence is sufficiently reliable, will not usurp the judge or jury, and will not risk undue bias towards the expert. Given the risks of wrongful convictions associated with the presentation of expert evidence, in addition to other issues that may impact procedural fairness in a criminal law proceeding, a large body of law has emerged to govern the use of such evidence. The relevant law recognizes that expert evidence must be qualified (i.e., the expert must be deemed to have the appropriate expertise to provide their opinion to the court on the matter at hand) and evaluated accordingly to determine its admissibility in criminal proceedings.

In many respects, relying on algorithmic policing technologies in criminal proceedings is akin to relying on a form of unqualified expert evidence. Access to meaningful and full disclosure about the technology is critical for the court to be able to exercise its gatekeeper role over the use of expert evidence. Like experts who may usurp the judge’s role or garner undue weight to their testimony in the eyes of the court, algorithmic policing tools can be given undue weight given the significant risks of automation bias that are associated with algorithmic technology. To mitigate such bias, there should be full disclosure regarding how different tools function and to reveal hidden reliability problems within a particular algorithmic technology. Such disclosures are also required to avoid leaving justice system participants with a false sense of security about the ability or appropriateness of deferring to such technology in making decisions that impact the civil liberties and constitutional rights of individuals.

Furthermore, the individuals who actually create the algorithmic policing technology may constitute potentially unqualified experts. Chan and Bennett Moses have described how the rise of big data has led some enthusiasts to embrace correlation over causation, foreshadowing “an emerging ‘jurisdictional conflict’ between social scientists and Big Data analysts,” including in criminology. Kelly Hannah-Moffat has examined the shift in criminal risk assessment tools from “psychology informed risk” to “big data informed risk” and further observed that “new players or experts are entering the risk game:

618 Commissions of inquiry have time and again emphasized the importance of due process protections in the aftermath of high-profile wrongful convictions. It is where these protections break down that defendants are at greater risk of a wrongful conviction: “Thomas Sophonow Inquiry Report”, <https://digitalcollection.gov.mb.ca/awweb/pdfopener?smd=1&did=12713&md=1>; Truscott (Re), 2007 ONCA 575.


622 The former is developed through purpose-specific design, established social science methodologies, and disciplinary expertise and standards while the latter involves “methodological uncertainties” and “data that are assembled and disassembled for a range of purposes and is developed without being linked to a specific discipline.” Kelly Hannah-Moffat, “Algorithmic risk governance: Big data analytics, race and information activism in criminal justice debates” (2018) 23:4 Theoretical Criminology 453 at 458.
technologists (e.g., concerned citizens, computer scientists, software engineers and hackers—usually not trained in social science) who make data public and accessible to a range of stakeholders.\footnote{Ibid, at 456.}

The involvement of technology companies and developers from outside criminology, criminal law, and the criminal justice system raises long-standing concerns regarding the impact of technocentric or techno-solutionist views on criminal justice.\footnote{See e.g., “This trend [toward automated decision-making] is a part of ‘algorithmic governmentality’ (Rouvroy and Berns, 2013) and the increased influence of mathematics on all spheres of our lives (O’Neil, 2016). It is a part of ‘solutionism’, whereby tech companies offer technical solutions to all social problems, including crime (Morozov, 2013).” Aleš Završnik, “Algorithmic justice: Algorithms and big data in criminal justice settings” (2019) European Journal of Criminology 1 at 2. See generally Evgeny Morozov, To Save Everything, Click Here: The Folly of Technological Solutionism (New York: PublicAffairs, 2013) and Meredith Broussard, Artificial Unintelligence: How Computers Misunderstand the World (Cambridge, MA: MIT Press, 2018).}

Increasingly, policing systems and methods and law enforcement decision making are being advanced through the technology sector, data sciences industry, and private enterprise, which are not necessarily equipped with domain expertise or driven by the same values that underlie criminal justice objectives. Such fields and their actors may also not be subject to or trained in the necessary professional regulations, ethical standards, or analytical demands associated with criminological research or public policy expertise in the area of policing and criminal justice.\footnote{One particularly troubling result of engaging in technological development separate from ethical considerations and historical and socio-political context, including in the area of criminal justice, is individuals attempting to develop algorithmic technologies that purport to predict sensitive personal information about an individual based on their facial features alone, such as whether they are a criminal offender, or what their sexual orientation is—potentially “reviving an old belief with a bad history: that you can intuit character from appearance. This pseudoscience, physiognomy, was fuel for the scientific racism of the 19th and 20th centuries, and gave moral cover to some of humanity’s worst impulses”. James Vincent, “The invention of AI ‘gaydar’ could be the start of something much worse”, The Verge (21 September 2017) <https://www.theverge.com/2017/9/21/16332760/ai-sexuality-gaydar-photo-physiognomy>; see also Sahil Chinoy, “The Racist History Behind Facial Recognition”, New York Times (10 July 2019) <https://www.nytimes.com/2019/07/10/opinion/facial-recognition-race.html> (“The technological frontiers being explored by questionable researchers and unscrupulous start-ups recall the discredited pseudosciences of physiognomy and phrenology, which purport to use facial structure and head shape to assess character and mental capacity.”) As an example of one such concerning technological endeavour, see Parabon NanoLabs: “Algorithmic DNA Sketches”, <https://parabon-nanolabs.com/>; Emerging Technology from the arXiv, “Neural Network Learns to Identify Criminals by Their Faces”, Technology Review (22 November 2016) <https://www.technologyreview.com/s/602955/neural-network-learns-to-identify-criminals-by-their-faces/>.}

Lack of expertise is likely to be a greater issue where law enforcement agencies purchase off-the-shelf products or services from private companies, as opposed to, for example, how the VPD developed their GeoDASH algorithmic prediction system in collaboration with university academics and a private vendor.\footnote{According to Prox, the private vendor met needs for technology that was “industry acceptable and standardized”; but also noted, “It got a lot more complicated when we got the private sector involved,” compared to the initial partnership between the VPD and academics alone. Interview of Ryan Prox by Cynthia Khoo & Yolanda Song (7 May 2019).} Similarly, the SPPAL’s predictive policing projects are conducted according to protocols established with the University of Saskatchewan Research Ethics Board.\footnote{Interview of a representative for the Saskatchewan Police Predictive Analytics Lab (SPPAL) by Cynthia Khoo (23 July 2019). The representative also stated, “We like to validate [the SPPAL’s algorithmic models] on other samples or have other people take a look, see how they [the models] perform, use other methods, see if they approve or not. You want to make sure what you’re finding is robust but also open to scrutiny”.}

Including independent and credible academic and domain experts in the development of algorithmic policing technologies is a critical first step to increasing the chances of the technology being reliable. However, the direct involvement of such experts with criminological, legal, or public policy expertise in criminal justice is a necessary, but by no means sufficient, condition to justify deference towards an...
algorithmic policing technology. These individuals may themselves unintentionally convey unconscious bias through their work, or they may fail to identify others’ unconscious biases or other flaws. Also, their involvement does not eradicate the risk that such technology lacks reliability for reasons outside of their purview or the risk that law enforcement authorities use the technology in a manner that does not comply with human rights law or the Charter. As such, even where independent and qualified experts with the appropriate domain knowledge have been involved in developing an algorithmic policing technology, full disclosure of the technology’s use and all relevant details must still occur, so defendants in criminal justice proceedings can assess the technology’s reliability, including the identification of any unconscious bias or inadvertent discrimination in the technology’s development or use leading to a potentially unlawful restriction on liberty.

5.6.3. Concluding Comments: Algorithmic Policing and the Right to Due Process

Criminal courts in Canada exercise an essential gatekeeping function, including the assessment of expert evidence, such as scientific, psychiatric, or forensic evidence. Examining this role makes clear that courts must have the ability to obtain meaningful disclosure about algorithmic policing technologies, their functionalities, source code, training, and input data. Ensuring such disclosure provides a necessary constitutional safeguard, where law enforcement relies on algorithmic policing technology in circumstances that restrict or otherwise engage an individual’s Charter-protected rights, such as the right to liberty.

Further, any law enforcement authorities that are considering the adoption of algorithmic policing technologies should first ensure that the right to due process will not be infringed by the use of such technologies. Questions about the reliability, intelligibility, and auditability of such technologies should be asked—and responses to them obtained—at the outset, prior to any procurement or associated public spending on such tools. Such questions are particularly necessary where the technologies are used in a way that impacts real individuals (i.e., not procured solely for the purpose of internal trial runs or simulations that have no outside impact on the lives and human rights of any individuals or their communities). Where law enforcement has relied on an algorithmic policing technology to justify depriving someone of their liberty, the technology must be reliable and unbiased, among other requirements. Where an algorithmic tool cannot be shown to meet established requirements such as, at minimum, reliability and lack of bias, the tool cannot reasonably serve as justification for the deprivation of liberty in accordance with the principles of fundamental justice or in accordance with other related constitutional due process rights.
Algorithmic Impact Assessments

Algorithmic accountability experts in the United States have proposed that governments and public agencies use “algorithmic impact assessments” (AIAs) to facilitate transparency, accountability, and human rights compliance when deploying algorithmic technologies.\(^{628}\) Incorporating an AIA requirement early in the process of considering any algorithmic policing technology provides policy-makers with a framework to think through—and demonstrate to the public and independent experts—the potential consequences of using such a technology. This framework would also provide opportunity for policymakers to design appropriate mechanisms for oversight and redress in the event the technology is still deployed after completing the AIA. A properly done AIA would include meaningful public consultation that allows impacted communities, external researchers, human rights experts, and civil society to understand how technologies are being used, to identify potential issues, and to provide feedback or recommendations to relevant authorities,\(^{629}\) and to challenge the proposed or continued use of a technology where it risks infringing upon constitutional or human rights.\(^{630}\)

Any established AIA framework for algorithmic policing technologies should include obligations and procedures to facilitate public comment, external scrutiny of proposed and ongoing algorithmic policing systems; internal institutional capacity-building on issues that relate to fairness and disparate impacts; strong due process mechanisms for negatively affected individuals or communities; and identification and fulsome evaluation of all reasonable alternative solutions for the given objective—including the alternative of not pursuing the examined technology at all. Further substantive components should include the requirement for the relevant government agency or law enforcement authority to:\(^{631}\)

- Disclose to independent experts, to historically over-policed communities, and to the public proposed and existing algorithmic policing technologies, including their purposes, scope, operation, training, and input data details, and relevant internal policies and legal obligations;
- Articulate any net benefits that the technology is expected to provide to communities;
- Articulate potential harmful impacts—including human rights impacts, sociological impacts, and material on-the-ground impacts—of the proposed technologies’

---


631 In fulfilling the requirements of these components, the AIA may reference or incorporate separate mandatory impact assessment, accountability, and public transparency obligations, where they have been imposed through legislation or binding directives, for example.
use on the public and on likely impacted communities with particular focus on historically over-policed communities;

- Outline mitigation strategies for each of the identified potential harms;
- Outline oversight and redress mechanisms to challenge algorithmic outputs or use; and
- Identify a plan for providing external researchers, auditors, courts, commissioners, or investigative bodies with meaningful, ongoing access to scrutinize the proposed technologies, both before adoption and afterwards where applicable.

Where an algorithmic policing technology has undergone an AIA and been deployed, the AIA should be subject to regular updates and renewal, based on the latest information and research, including information regarding the technology’s impact on affected communities. The AIA process should also include procedures for stakeholders to challenge a particular agency if it fails to comply with AIA requirements or any subsequent obligations that result from the AIA.

On April 1, 2019, the Treasury Board of Canada Secretariat ("Treasury Board") implemented the binding Directive on Automated Decision-Making ("the Directive"). Among other requirements such as system testing before deployment, the Directive requires federal government departments to conduct a prescribed AIA prior to putting into “production” (i.e., deploying outside of an internal test environment) any automated decision-making technology that is intended to supplement or replace the judgment of human decision-makers. To facilitate this process, the Treasury Board provides an online tool titled “Algorithmic Impact Assessment,” which is a questionnaire designed to assist federal departments to internally assess and mitigate the risks associated with using algorithmic technologies.

At the outset, it is important to note that the Treasury Board’s Directive does not include a specific focus on the use of algorithmic technology in the criminal justice system, thus it may lack considerations appropriate to that context. The Directive also does not apply outside of federal institutions, yet, as demonstrated throughout this report, many algorithmic policing technologies are adopted and implemented on a provincial or municipal level. As enacting a similar Directive for provinces or municipalities is outside the jurisdiction of the Treasury Board, this report recommends that provinces and territories enact their own directives and AIA requirements with robust transparency, accountability, and oversight mechanisms where provincial or municipal public bodies—such as law enforcement agencies and police services—are considering implementing algorithmic decision-making technologies.

---


Beyond jurisdictional limitations, the Treasury Board’s provided impact assessment tool (hereinafter referred to as “the questionnaire”) contains serious deficiencies that prevent it from being an effective oversight, transparency, or accountability instrument. The questionnaire is a far cry from what has been set out by researchers, such as Selbst and those at the AI Now Institute as constituting an AIA, and further, it does not match the general understanding of similar kinds of impact assessments, such as privacy impact assessments (PIAs) that are already required in other contexts in Canada. The questionnaire is estimated to take 35 minutes to complete and asks approximately 60 questions, nearly all of which are multiple choice format or answered on a yes/no basis. The questionnaire has no requirement to provide supporting details or documentation to substantiate responses with respect to potential impacts, risk mitigation measures, or explanations about how the proposed program works on both a technical and operational level. Moreover, the Treasury Board questionnaire does not define what constitutes “high” or “low” risks, impacts, or stakes for affected or vulnerable communities. It relies on respondents to self-evaluate or to bring the appropriate expertise to provide answers that would lead to an accurate assessment.

While the Treasury Board questionnaire may provide a helpful preliminary internal assessment tool to test ideas before investing further resources in them, the tool in its current form will not fulfill the function of what has generally been understood to constitute a meaningful AIA, such as that proposed by Selbst and the AI Now Institute. Any AIA adopted in Canada should follow the latter model, which would, appropriately, require more of government agencies or law enforcement authorities who wish to use algorithmic policing technologies on members of the public.

636 A privacy impact assessment (PIA) is “a risk management process that helps institutions ensure they meet legislative requirements and identify the impacts their programs and activities will have on individuals’ privacy.” Completing a PIA in given circumstances is a legal obligation under various Canadian privacy laws, such as the federal Privacy Act, various institutions’ enabling legislation, or government policies and directives. “Expectations: OPC’s Guide to the Privacy Impact Assessment Process”, Office of the Privacy Commissioner of Canada (Marcy 2020) <https://www.priv.gc.ca/en/privacy-topics/privacy-impact-assessments/gd_exp_202003/#toc4-1>.

637 Ibid.

638 In contrast, the draft Privacy Impact Assessment that the Calgary Police Service conducted on its adoption of Palantir’s products and services in 2014 runs to nearly fifty pages of substantive details and analysis regarding the technology, its implementation, and associated legal and policy issues for privacy and data protection alone. Calgary Police Service, “Calgary Police Service Palantir Implementation Privacy Impact Assessment: June 1, 2014 Draft” at 29-30, (obtained through freedom of information request 18-O-1921). For further context, while distinguishing other forms of impact assessments in the United States, such as “racial impact statements” and surveillance impact reports, Selbst notes, “While there is value in the transparency that these documents provide, these versions of impact statements are not as robust as the proposed AIS [algorithmic impact statement]. They can run a mere handful of pages, whereas regulations were required to limit EISs [environmental impact statements, on which AIs were based] to 150 pages, except in cases of ‘unusual scope or complexity,’ which are afforded 300.” Andrew D Selbst, “Disparate Impact in Big Data Policing” (2017) 52 Georgia Law Review 109 at 186.
5.7. Right to a Remedy

The right to a remedy, as provided for by the ICCPR and by the Charter, guarantees that those whose human rights or constitutional rights have been violated are able to obtain meaningful redress for such violations.639 The ICCPR requires signatory states to ensure that “any person whose rights or freedoms [established in the ICCPR] are violated shall have an effective remedy”; that any claims for a remedy shall be “determined by competent judicial, administrative, or legislative authorities”; and that competent authorities shall enforce any remedies that are granted.640 The Charter provides a similar guarantee in section 24(1): “Anyone whose rights or freedoms, as guaranteed by this charter, have been infringed or denied may apply to a court of competent jurisdiction to obtain such remedy as the court considers appropriate and just in the circumstances.”641 In the criminal justice context, section 24(2) provides the specific remedy that evidence may be excluded from being admissible in some cases if it was obtained in a way that “infringed or denied” any Charter rights or freedoms.642

Algorithmic policing technologies raise multiple complications for an impacted individual’s ability to exercise their right to an effective remedy. The UN Special Rapporteur on the protection and promotion of freedom of expression and the High Commissioner for Human Rights have recognized that algorithmic systems and privacy violations from surveillance, respectively, pose particular challenges in this regard,643 which will be discussed in the subsections following. Section 5.7.1 analyzes the lack of a requirement in Canadian law to provide notice of general or specific surveillance, including algorithmic surveillance, by law enforcement. It also discusses how this lack of notice impacts the ability to challenge the use of algorithmic policing technology where it has violated a constitutional or human right. Section 5.7.2 discusses what it means for a remedy to be effective and why relying on case litigation to remedy constitutional or human rights infringements by algorithmic policing may be an insufficient safeguard.


642 Ibid, s 24(2).

5.7.1. Notice Requirement and Ability to Challenge Algorithmic Policing

International human rights experts have expressed concern about the lack of notice to individuals whose rights may have been affected by algorithmic processing and about the resulting interference with their right to a remedy. The UN High Commissioner for Human Rights has stated that providing notice of general or specific surveillance measures (usually ex post facto, or notice provided after the fact) and ensuring that impacted individuals have legal standing to challenge those measures are “critical issues in determining access to effective remedy.”

Currently, Canadian law enforcement agencies are required to provide notice to individuals who have been the subject of electronic surveillance through an interception of private communications. In considering the notice requirement regarding wiretap surveillance, the Supreme Court of Canada affirmed that the “right to privacy implies not just freedom from unreasonable search and seizure, but also the ability to identify and challenge such invasions, and to seek a meaningful remedy. Notice [enhances] all these interests.” Notice is thus a vehicle for facilitating meaningful access to remedies for Charter and human rights violations that are occasioned by a given law enforcement agency.

Despite this recognition of the importance of notice, domestic privacy laws routinely exempt law enforcement agencies from requirements to provide notice to individuals about data collection activities, outside of the wiretap surveillance context. These exemptions may include data collection from algorithmic policing technologies, and the scope of the legal duty to provide notice to targets of electronic surveillance has not been fully determined because courts have not considered this issue closely yet. As such, a fundamental split can exist between what human rights law requires and what is, in fact, provided or not provided to individuals through the practices of Canadian law enforcement agencies and the criminal justice system.

The importance of notice to individuals and the public regarding how policing agencies have conducted technological surveillance is reinforced by the further importance of disclosure to accused individuals. By receiving notice, defendants in criminal courts can take steps to ensure they receive all

---


646 Criminal Code, s 196.

647 R v Tse, 2012 SCC 16 at para 83.
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further information necessary to enable full answer and defence. However, the notice requirement is also important for individuals who have experienced potential privacy or free expression violations or discrimination, but where the Crown has not filed criminal charges after engaging in the activities that resulted in such violations. For example, where individuals are wrongly identified by facial recognition systems, such as those used by the Calgary Police Service and the Toronto Police Service, the CPS and TPS documents released through FOI requests do not indicate that these individuals would be notified. Individuals whose images are captured by facial recognition technology may suffer a number of civil liberties violations, including harms associated with being detained or arrested, or invasions of privacy occasioned by other police investigative techniques (e.g., searches of an individual’s home, accessing the private contents of a confiscated computer, or strip searches on arrest). Such harms may occur even if the ensuing investigation does not ultimately lead to a criminal charge.

Further, unreasonable violations of civil liberties cause individual and societal harm to the fundamental freedoms that are protected by constitutional safeguards of privacy and free expression. It is for this reason that civil damages for Charter violations are intended to provide compensation, vindication, and deterrence against future similar violations. Vindication “as an object of constitutional damages focuses on the harm the Charter breach causes to the state and to society.” Similarly, individuals who may be caught up in social media surveillance algorithms based on their communications, associations, or location may have their data stored in law enforcement systems without their knowledge. Yet, Canadian law enforcement agencies have not historically provided such notice when monitoring the online or offline activities of protesters. In short, while substantive harms to individuals’ constitutional and human rights may result from being directly or indirectly targeted by algorithmic policing technology, there is currently no guarantee of notice to individuals in Canadian law when they are subjected to such technology, and therefore, there is no guarantee that they will be able to obtain remedies for associated violations.

A requirement for notice is directly related to the ability to exercise the right to an effective remedy. In order to seek access to a remedy, the affected person(s) must actually realize that their rights have been
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violated. This is no simple matter when it comes to algorithmic policing technology because individuals may not even be aware that they have been subject to algorithmic surveillance or predictions. For example, in New Orleans, individuals who were accused of belonging to a gang, based on Palantir-driven data analytics, were not informed about the software’s use in their criminal proceedings. Notice may also be logistically difficult to provide in some circumstances where an algorithmic tool is used to collect large volumes of information about many individuals. However, individuals (and their legal counsel) cannot challenge algorithmic decisions or inferences about them if they are not aware of such decisions or inferences, let alone raise legal challenges to the algorithmic policing tools themselves.

Even where individuals are aware that they have been targeted by algorithmic policing, the black box problem presents an additional informational barrier to the ability to access effective remedies. If individuals and their legal representatives cannot comprehend how the system that targeted them operates, they may not understand how their rights have been infringed. Further, the right to a remedy is adversely affected if individuals cannot examine the algorithmic policing technologies that affected them and, thus, challenge the accuracy, reliability, and fairness of those technologies, which potentially violated their human rights, whether by reason of intelligibility or commercial resistance and attempts to shield proprietary software from scrutiny.

5.7.2. Remedies for Human Rights Violations Must Be Effective

Effective remedies must be known and accessible to individuals whose rights have been violated. To be effective, remedies must be capable of ending ongoing rights violations. Moreover, states must take measures to prevent rights violations from recurring. For example, remedies should involve the ability for a court to order a law enforcement agency to stop using a particular algorithmic policing tool or category of tools.

Under the Charter, the right to a remedy can potentially bring widespread or systematic practices regarding Charter violations to a court’s attention in an individual case. Given algorithmic policing...
technologies may have community-level impacts, the need for remedies to be sufficiently meaningful and responsive to the true scale and impact of the violation is important. In some section 8 cases (involving the right to be free from unreasonable search and seizure), for example, the courts have acknowledged the importance of protecting the privacy rights of third parties who are not the defendant before the court. Originally, the Supreme Court of Canada held that the extent of privacy invasion involving third parties was only relevant in circumstances involving “a ‘potentially massive invasion of . . . privacy’ of members of the general public who were not involved in the suspected criminal activity.” However, this position was extended in 2017, where the unconstitutional search of another individual’s cellphone was constitutionally relevant to a defendant’s claim that their own section 8 right was violated. The third-party violation had bearing towards the defendant’s Charter remedy that sought the exclusion of evidence obtained. Such reasoning may apply to individuals where their privacy rights or those of third parties have been violated by, for instance, facial recognition or algorithmic analysis of social networks. Therefore, in Canada, an effective right to a remedy for constitutional or human rights violations by the use of algorithmic policing technologies may require the recognition that violating a third party’s right to privacy through use of these technologies may render a search unconstitutional under section 8 of the Charter in the case of a given defendant.

Despite judicial decisions that have to date provided one form of remedy for unlawful surveillance in criminal justice cases, accountability for misuses of intrusive technologies may be elusive if the oversight principally emerges only through case litigation. Individual litigants may provide an insufficient check on the systemic practices of mass surveillance. Regulatory and judicial oversight on a prospective and ongoing basis (e.g., through warrants, reporting requirements, and laws setting out limits and safeguards on the use of algorithmic policing technologies) can provide necessary checks and balances, assuming that the algorithmic tool in question can be used in a manner that is compliant with the Charter and with law enforcement agencies’ human rights obligations. However, safeguards must be carefully delineated on the basis that overly broad standards or rules run the risk of simply functioning as vehicles for meaningless assurances of ‘compliance’ without providing genuine or substantive protections of Charter-protected and internationally protected human rights.

5.7.3. Concluding Comments: Algorithmic Policing and the Right to a Remedy

In light of the many constitutional and human rights concerns highlighted throughout Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”), it is essential for individuals to have access to effective remedies for potential rights violations caused by algorithmic parties is still evolving and somewhat uncertain.

661 See R v Marakah, [2017] 2 SCR 608; R v Thompson, [1990] 2 SCR 111 (where the SCC held that intercepting from a public telephone led to breach of third-party privacy rights which made wiretap intercepts by law enforcement unreasonable and violative of section 8); R v Mahmood, [2008] OJ No 3922 (SCJ), additional reasons [2009] OJ No 319, and later on appeal, 2011 ONCA 693 (where the court considered and found section 8 violations occurring due to a tower dump production order’s sheer breadth and scope); R v Guindon, 2015 ONSC 4317.
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policing. However, these technologies present challenges insofar as their operation and use are routinely obscured by secrecy and black box problems. Without access to information, individuals cannot exercise their right to a remedy. They would therefore lack a critical avenue of redress for the harmful effects of these technologies, which could potentially go either entirely or largely unchecked, thereby replicating historical injustices that can arise from biased policing practices or systems.

5.8. Towards a Human Rights-Based Approach to Algorithmic Policing

Part 5 of this report provided dedicated legal and policy analysis of the potential implications of algorithmic policing technologies for each of several fundamental human rights protected by international and domestic human rights law and by the Canadian Charter. Specifically, the use of algorithmic policing technologies by law enforcement introduces or exacerbates risks of violating the right to privacy (Section 5.2); the rights to freedom of expression, peaceful assembly, and association (Section 5.3); the right to equality and freedom from discrimination (Section 5.4); the right to liberty and to be free from arbitrary detention (Section 5.5); the right to due process (Section 5.6); and the right to a remedy (Section 5.7). The findings and conclusions for how each of these human rights are impacted by algorithmic policing technologies have been summarized in their respective sections above and are reiterated in corresponding sections in the next part of this report, Part 6 (“Recommendations & Conclusion”).

Part 6 draws on the legal and policy analysis in Part 5 of the report, synthesized with the factual findings regarding the current state of algorithmic policing in Canada in Part 4 (“Algorithmic Policing in Canada: The Current Landscape”), to provide a suite of recommendations to the Canadian government, law enforcement agencies, and other actors in the criminal justice system. Each recommendation flows directly from the research and analysis conducted throughout this report; however, some recommendations may introduce new information that is required to more fulsomely substantiate how such a recommendation might be carried out. Taken together, the recommendations provide a comprehensive, albeit non-exhaustive, framework to support legal and policy reform to mitigate or prevent the negative impacts of law enforcement usage of algorithmic policing technologies on constitutional and human rights, particularly those of historically marginalized communities, who will be the most detrimentally affected.
6. Recommendations and Conclusion

This report has revealed a number of significant policy, practice, and legal deficits related to the use of algorithmic policing technologies in Canada. The research findings in Part 4 (“Algorithmic Policing in Canada: The Current Landscape”) described how multiple law enforcement agencies across the country are using or developing various forms of algorithmic policing technologies. The accompanying legal analysis in Part 5 (“International Human Rights and Charter Rights Implications of Algorithmic Policing”) discussed how such technologies have high potential to infringe fundamental human rights and freedoms that are protected under the constitution and international human rights law.

Part 6 synthesizes those deficits and, in the process, provides recommendations to ensure that law enforcement agencies and governments uphold constitutional and human rights whenever they consider developing or adopting algorithmic policing technologies. These recommendations should also be considered to apply retroactively to algorithmic policing technologies that have been developed, adopted, or otherwise already put into use by Canadian law enforcement.

A key animating principle behind the recommendations is the need for robust standards of transparency and accountability. In the process of producing this report, a common set of obstacles arose, which demonstrated significant information asymmetry between law enforcement authorities and the public. In addition to barriers in Canada’s freedom of information (FOI) processes, as described in Section 4.4 (“Limitations of Research Findings”), some law enforcement agencies have been reticent with respect to publicly disclosing their use or adoption of algorithmic policing technologies. This reluctance has included failure to disclose which agencies are using particular types of algorithmic policing technologies, including specific commercial products, and failure to proactively explain how such technology is being used. The absence of complete information poses a significant challenge in determining the extent to which existing or potential uses of algorithmic policing technologies may violate police agencies’ constitutional and human rights obligations or may raise other legal concerns.

As a result, many of this report’s recommendations focus on establishing transparency requirements as a necessary precondition to public accountability. Strong accountability mechanisms are necessary to enable policy-makers and the public to meaningfully think through and determine the risks and harms to constitutional and human rights that arise from the development or use of any given algorithmic policing technologies, before any such development or use occurs. In the event that a considered decision is made to implement an algorithmic policing technology, accountability mechanisms are needed to establish the limitations and measures required to safeguard constitutional and human rights whenever that particular tool is used.

In addition to transparency and accountability requirements, the recommendations in this report are animated by the need to impose nation-wide moratoriums on all algorithmic policing technologies until full inquiries into this class of technology have occurred and constitutional safeguards are put in place. Such moratoriums are necessary to mitigate harms from unscrutinized deployment of algorithmic policing technology and to ensure that technology does not outrun human rights and the law when it comes to criminal justice. With respect to implementing such moratoriums, Canada has a complex network of regulatory actors that share partially overlapping roles in governing and overseeing law
enforcement agencies. Regulation varies according to the province any given police service is located in and to the classification of the service as municipal, provincial/territorial/regional (all referred to throughout Part 6 as ‘provincial’), or federal. For example, both municipal and provincial governments can regulate municipal police services through imposing moratoriums on certain technologies. As a result, all levels of government that possess legal authority related to law enforcement agencies can and must establish both immediate temporary stops (i.e., moratoriums) and, pending further study and impact assessments, long-term limits or complete bans on the use of certain algorithmic policing technologies.

Part 6 presents a total of twenty recommendations for protecting human rights in the context of algorithmic policing. Among these, the authors of this report have identified a set of seven priority recommendations that governments and law enforcement authorities must act upon with urgency. These recommendations, if they are implemented, are the most likely to mitigate some of the worst human rights and Charter violations that could occur as a result of Canadian government and law enforcement agencies using algorithmic policing technologies.

Priority Recommendations for Algorithmic Policing in Canada

1. **Governments must place moratoriums** on law enforcement agencies’ use of technology that relies on algorithmic processing of historic mass police data sets, pending completion of a comprehensive review through a judicial inquiry, and on use of algorithmic policing technology that does not meet prerequisite conditions of reliability, necessity, and proportionality.

2. **The federal government should convene a judicial inquiry** to conduct a comprehensive review regarding law enforcement agencies’ potential repurposing of historic police data sets for use in algorithmic policing technologies.

3. **Governments must make reliability, necessity, and proportionality prerequisites conditions** for the use of algorithmic policing technologies, and moratoriums should be placed on every algorithmic policing technology that does not meet these established prerequisites.

4. **Law enforcement agencies must be fully transparent** with the public and with privacy commissioners, immediately disclosing whether and what algorithmic policing technologies are currently being used, developed, or procured, to enable democratic dialogue and meaningful accountability and oversight.
5. **Provincial governments should enact directives regarding the use and procurement of algorithmic policing technologies.** Including requirements that law enforcement authorities must conduct algorithmic impact assessments prior to the development or use of any algorithmic policing technology; publish annual public reports that disclose details about how algorithmic policing technologies are being used, including information about any associated data, such as sources of training data, potential data biases, and input and output data where applicable; and facilitate and publish independent peer reviews and scientific validation of any such technology prior to use.

6. **Law enforcement authorities must not have unchecked use of algorithmic policing technologies in public spaces:** Police services should prohibit reliance on algorithmic predictions to justify interference with individual liberty, and must obtain prior judicial authorization before deploying algorithmic surveillance tools at public gatherings and in online environments.

7. **Governments and law enforcement authorities must engage external expertise, including expertise from historically marginalized communities that are disproportionately impacted by the criminal justice system,** when developing regulation and oversight mechanisms for algorithmic policing technologies, as part of completing algorithmic impact assessments, and in monitoring the effects of algorithmic policing technologies that have been put into use.

These priority recommendations are each developed and explained in greater detail below, where they appear within the full set of recommendations. The full set, presented in Sections 6.1 through 6.5, follows the structure of the legal analysis in Part 5 and is categorized under each human right discussed: the right to privacy (Section 6.1); the rights to freedom of expression, peaceful assembly, and association (Section 6.2); the right to equality and freedom from discrimination (Section 6.3); the right to liberty (Section 6.4); and the rights to due process and to a remedy, with emphasis on accountability and transparency (Section 6.5). Section 6.6 provides concluding comments for the report as a whole.

Each section contains recommendations that take ultimate priority and should be considered threshold questions when considering any given algorithmic policing technology. These threshold recommendations, which overlap with the priority recommendations, are of far greater importance than the others and must be addressed before all else because, if heeded, the threshold recommendations may result in bans or severe limitations on some forms or uses of algorithmic policing technology; nothing less would sufficiently protect constitutional or human rights. In that context, subsequent recommendations become moot, inapplicable, or of lesser importance as they come into effect only where an algorithmic policing technology would, in fact, be used.
For guidance, the recommendations are colour-coded according to whether they are a priority threshold recommendation or an ancillary recommendation that would apply only if an algorithmic policing technology had not already been limited by moratoriums, bans, or other significant legal restrictions that prevent its usage. The colour code is set out in the following legend:

**PRIORITY RECOMMENDATIONS:** These are the priority threshold recommendations that governments and law enforcement authorities must act upon now to mitigate some of the worst human rights and Charter violations, which could occur as a result of the Canadian government and law enforcement agencies using algorithmic policing technologies.

**ANCILLARY RECOMMENDATIONS:** These are recommendations that would become applicable and important in circumstances where an algorithmic policing technology is not prohibited by human and constitutional rights or blocked or limited by the moratoriums and restrictions set out in the priority recommendations.

### 6.1. Recommendations to protect the right to privacy

Algorithmic policing technologies engage the right to privacy as a result of the data-collection, data-processing, and data-sharing methods that such technologies typically rely on as well as from the data accuracy issues that frequently arise with these technologies. These kinds of policing tools generally process large data sets to attempt to forecast or reveal information or make inferences that can then be acted upon by law enforcement. Legal safeguards or constitutional protections must be developed or upheld, so individuals retain the ability to be fully free from unreasonable interference with privacy and to ensure that protected zones of privacy are not eroded by expanding data-collection practices and algorithmic surveillance capabilities.

Determining the appropriate protective measures is not always an easy task. Algorithmic policing technologies can challenge existing constitutional and human rights safeguards where the legal system has not yet had a chance to create a bright-line set of rules for law enforcement to follow, but where the need for privacy protection looms large. This includes the aggregation of data that has been ‘scraped’ from the Internet or the use of biometric data that can be obtained without a person’s consent. Further, algorithmic policing technologies create new privacy challenges by making new uses of *old data* (i.e., repurposing police data) that was collected by law enforcement agencies long before algorithmic policing methods were contemplated. Existing legal protections for those types of data, such as mug-shot databases, may no longer be sufficient in light of advanced algorithmic processing capabilities.
The authors propose seven recommendations to address the likely privacy challenges associated with algorithmic policing technologies. These recommendations generally focus on requiring all algorithmic policing technologies to meet prerequisite conditions of necessity, proportionality, and reliability before they can be used; on oversight mechanisms; and on the importance of data accuracy.

**Recommendation 1: Governments must make reliability, necessity, and proportionality prerequisites for the use of algorithmic policing technology.**

Municipal, provincial, and federal governments, to the extent they oversee police services in Canada, should implement moratoriums on all algorithmic surveillance technologies that do not meet threshold requirements of reliability, necessity, and proportionality. A moratorium should immediately begin with facial recognition technology. All algorithmic policing technologies should undergo assessment to determine whether the technology is independently verified as reliable; whether the use of the technology by law enforcement authorities is necessary for the tasks performed and their stated objectives; and whether the technology is proportionate to the tasks and objectives, given associated costs, risks, and harms. In some circumstances, the use of an algorithmic policing technology may lack sufficient reliability to justify use; may not be necessary given reasonable alternatives (including the alternative of not adopting the proposed technology for the stated purpose); or may disproportionately inflict privacy harms. For example, facial recognition technology that relies on a large volume of images scraped from the Internet will likely be inconsistent with fundamental privacy norms. As a growing body of research has demonstrated, the danger of this algorithmic surveillance technique is only made worse by the fact that facial recognition algorithms regularly lead to misidentification, including the finding that such algorithms are far more likely to misidentify racialized individuals and women, compared to white men.

**Recommendation 2: Law enforcement authorities should enhance police database integrity and management practices, including strengthening the ability of individuals to verify and correct the accuracy of personal information stored in police databases.**

Existing policing databases are often rife with biased and inaccurate data, and any algorithmic policing technology that relies on such databases risks replicating and reinforcing such biases and inaccuracies. Law enforcement and the justice system must develop processes to successfully maintain and update such databases (e.g., criminal record databases, databases containing police stop data), especially when the data contained in them would be processed by algorithmic policing technology. Law enforcement agencies in most provinces are already subject to meaningful standards of data accuracy under privacy legislation in Canada. However, data accuracy standards should be reinforced with a web of meaningful checks and balances, including regular audits and guidance from technical experts, in conjunction with privacy rights and criminal justice experts, about applicable best practices concerning database management as it relates to algorithmic technology. Only data that is subject to
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data accuracy standards that are reinforced by adequate checks and balances should be considered for algorithmic processing for criminal justice purposes, provided all other criteria are met (such as those set out in these recommendations or established by a judicial inquiry).

**Recommendation 3: Governments should expressly regulate the retention and destruction of biometric data by law enforcement authorities.**

The collection and retention of personal information such as fingerprints and mug shots is protected by section 8 of the Charter and privacy legislation. However, individual police services have differing policies with respect to the destruction of biometric data (e.g., fingerprints, mug-shot photos) and, in most cases, destruction is a request-based system (i.e., individuals must request their data be destroyed, as opposed to data being regularly destroyed according to internal policies). Current processes through which a person can request the destruction of records after their case is dealt with are likewise inconsistent, vague, or overly discretionary. Express government regulation is necessary to standardize police policy, reinforce privacy protections, and provide guidance to bring practices into compliance with the principles of necessity and proportionality. Requesting the destruction of data or records should be free for individuals. Data should be automatically and promptly destroyed in cases where no charges are laid or where charges are stayed, dismissed, or withdrawn.

**Recommendation 4: The federal government should reform the judicial warrant provisions of the Criminal Code to specifically address the use of algorithmic policing technology by law enforcement authorities.**

One of the most fundamental ways to safeguard protected privacy interests is to ensure that law enforcement activity that intrudes into individuals’ lives is the subject of meaningful oversight. The absence of oversight will usually render law enforcement techniques that engage privacy interests unconstitutional. Traditionally, such oversight has meant obtaining prior authorization from judges (e.g., in the form of a warrant or production order) before law enforcement carries out an action that interferes with any individual’s privacy. Following this model, judicial warrants should be obtained before law enforcement authorities can conduct algorithmic data processing on previously collected data. While general warrants provide a catch-all procedure for police techniques that are not otherwise regulated under other warrant or production order mechanisms, Parliament should reform the Criminal Code to specifically address law enforcement agencies’ use of algorithmic policing technologies. Such reform should specifically address data-processing methods that involve law enforcement’s search or seizure of data for the purpose of algorithmic analysis of the kind examined in this report, including ‘predictive’ analytics. For example, while the existing oversight regime in the Criminal Code regulates forensic DNA analysis, it does not provide any specific guidance or clear limits on the use of biometric data and facial recognition software on photographs that are already in the possession of the police (which were collected for other purposes). Legal reform should be implemented to rectify this deficit.
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Recommendation 5: Federal and provincial legislatures should review and modernize privacy legislation with particular attention to re-evaluating current safeguards to account for the advanced capabilities of algorithmic policing technologies.

All police services across Canada are subject to either federal or provincial privacy legislation. Privacy legislation plays an important role in regulating the minimum standards that must be met by law enforcement agencies when they collect, process, or disclose an individual’s personal information. Parliament and legislative assemblies should review privacy legislation and, as appropriate, update it to best govern law enforcement’s use of big data through algorithmic technology. For example, privacy legislation often establishes exemptions and permissive authorization for law enforcement related activities. While such exemptions were, for the most part, included and drafted at a time when more traditional policing activities were contemplated, the same exceptions could, troublingly, now be repurposed to exempt contemporary algorithmic policing technology from much needed privacy controls. As such, these exemptions must undergo reform to sufficiently protect the standards of proportionality and necessity. More specifically, potential areas for review and reform should include the manner in which privacy legislation governs the collection, processing, and disclosure of metadata, biometric data, personal data in public environments, information-sharing arrangements, redress mechanisms, and consequences for failing to safeguard personal information. 

Recommendation 6: Law enforcement authorities must exercise extreme caution to avoid unconstitutional data-sharing practices with the private sector and non-police government agencies.

Regularized data-sharing practices between law enforcement authorities and either other governmental actors—such as social service agencies, schools, or public transit authorities—or the private sector must be handled with extreme caution. Such caution, including total avoidance wherever possible, is required because data-sharing arrangements where data flows from non-law-enforcement entities to law enforcement agencies may result in constitutional obligations for the former that are both unavoidable in law yet unworkable in practice, leading to an untenable situation with respect to upholding the section 8 right to privacy.

Specifically, if a public or private entity is engaged in a formal or ongoing data-sharing arrangement to assist police with law enforcement activities, that entity may inadvertently become bound by constitutional privacy obligations under section 8 or according to the law enforcement agency doctrine. Such obligations could include the requirement to obtain a judicial warrant when collecting private data prior to sharing it with a police service. However, not only are non-law enforcement entities unaccustomed to complying with the constitutional safeguards normally applied to police use of private information, but as a matter of law and practice, they would not be able to bring themselves...
into constitutional compliance, even if they tried, because Canadian judicial warrant procedures are available only to law enforcement authorities. Thus, data-sharing arrangements between law enforcement agencies and other governmental agencies or private sector entities, for policing purposes, likely cannot constitutionally exist without causing significant and complex ramifications for the data-collection practices of such non-police entities.

To guard against unconstitutional data-sharing arrangements, any instances of data sharing with law enforcement agencies, by non-police government actors or private sector entities, should be formally documented in memorandums of understanding, and such memorandums should be submitted to the relevant privacy commissioners for review and for public record purposes. As a general rule, data from public sector agencies and private sector entities should not be passed on to or placed into the custody of law enforcement agencies. These non-police actors must adhere to their own privacy obligations that govern the lawful treatment and safeguarding of personal data and individuals’ privacy rights.

6.2. Recommendation to protect the rights to freedom of expression, peaceful assembly, and association

Algorithmic policing technologies, and particularly algorithmic surveillance techniques, risk chilling the exercise of the rights to freedom of expression, peaceful assembly, and association. Algorithmic policing technologies highlight the particularly close connections between the right to privacy and these fundamental freedoms, all of which are protected under international human rights law and section 2 of the Charter. For example, algorithmic surveillance tools such as facial recognition technology and social media surveillance software threaten the anonymity of the crowd that has traditionally protected the identities of protesters in outdoor and online environments and may also pose a chilling effect on protected freedoms; these chilling effects were indicated by the formal research interviews conducted for this report and have been established in research studies. Such chilling occurs, in part, due to the historical and ongoing context of disproportionate law enforcement surveillance against racial justice and Indigenous rights advocates. The recommendation in this section focuses on ensuring that uses of algorithmic policing technology are necessary and proportionate to legitimate aims, relative to the potential significant harm to the rights to freedom of expression, peaceful assembly, and association resulting from the use of such technology.

Recommendation 7: Law enforcement agencies must obtain prior judicial authorization in order to deploy algorithmic surveillance technology at public gatherings and in online environments.
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Where algorithmic surveillance methods are used, the use of such techniques should be subject to prior judicial authorization in light of the heightened privacy interests at stake and constitutional protection under section 2 regarding proportionality and necessity. The warrant must be based on reasonable and probable grounds that there is a specific threat and that the use of the method will yield results that are necessary to address that threat.

Government agencies cannot legally justify monitoring either expressive or associational activities on the basis of monitoring political activism per se. For example, according to the Security of Canada Information Disclosure Act, “advocacy, protest, dissent or artistic expression is not an activity that undermines the security of Canada.”

Restrictions on the right of peaceful assembly must be content-neutral and not based on race, ethnicity, political opinion, sexual orientation, or other protected or adjacent factors, while remaining alert to potential indirect discrimination through adverse impacts.

While further jurisprudence regarding section 2 of the Charter remains to be developed in the specific context of algorithmic policing technologies, indiscriminate surveillance is never necessary or proportionate under international human rights law.

### 6.3. Recommendations to protect the right to equality and freedom from discrimination

Algorithmic policing techniques can violate certain individuals’ rights to equality and to be free from discrimination by way of adverse impact discrimination. The seemingly “neutral” application of algorithmic policing tools masks the reality that they can disproportionately impact marginalized communities in a protected category under equality law (i.e., communities based on characteristics such as race, ethnicity, sexual orientation, or disability). Historical and ongoing over-policing, harsher treatment, and systemic bias in the criminal justice system all cause police data to reflect historic disadvantages and discrimination imposed on particular groups, such as Black and Indigenous peoples, the LGBTQ community, people who are impacted by mental illness, people who are unhoused or otherwise socio-economically disadvantaged, and other vulnerable populations. Police data also reflects under-policing of those same communities when they are victims or preferential under-policing of offenders from dominant social classes. Numerous inaccuracies, biases, and other sources of unreliability are present in most of the common sources of police data in Canada. As a result, drawing reliable inferences based on historic police data is likely impossible, and thus any use of algorithmic policing technology that relies on such data is likely unconstitutional under section 15 of the Charter.

Some Canadian law enforcement authorities that use, or are considering using, algorithmic policing technologies have incorporated certain measures to prevent or mitigate potential discriminatory bias.
TO SURVEIL AND PREDICT

linked with such technologies. For example, the Vancouver Police Department removes police-reported incidents from data used to train their location-focused algorithmic policing technology (the GeoDASH algorithmic prediction system). However, it is dubious that bias in the criminal justice system can be substantively mitigated if algorithms rely on data sets that reflect historic and ongoing systemic bias (which is also routinely reflected in incident reports initiated by members of the public).

Extreme caution must be exercised before law enforcement authorities are permitted, if at all, to use algorithmic policing technologies because these tools may exacerbate the already unconstitutional and devastating impact that systemic targeting of marginalized communities can cause (such as through heightened data visibility resulting from accessing social welfare services). Further, methods that could independently evaluate or verify the accuracy and reliability of algorithmic policing technologies are either lacking or are yet to be developed. The following three recommendations are made in light of deep uncertainty regarding whether it is possible to use algorithmic policing technologies in a manner that does not discriminate against or otherwise unjustly impact individuals protected by section 15.

Recommendation 8: The federal government should convene a judicial inquiry to conduct a comprehensive review regarding law enforcement agencies’ potential repurposing of historic police data sets for use in algorithmic policing technologies.

A national judicial inquiry should be struck by the federal government to examine the potential use of algorithmic policing technology that processes mass police data sets. Examining (im)permissible uses of historic police data sets for the purpose of preventing adverse impact discrimination in Canada is critical in light of the government’s obligations under the Charter, international human rights law, and ongoing processes of Reconciliation with Indigenous communities in Canada. The scope of an inquiry must include authority to investigate the scope of police data sets that are accessible to law enforcement authorities, to examine systemic biases that may be present in such data sets, and to scrutinize law enforcement practices relating to retention of data. The judicial inquiry should, in particular, focus on developing guidance that elucidates section 15 protections to assist law enforcement authorities, governmental actors, and justice system participants who may be involved with litigating and assessing algorithmic technologies under section 15. This recommendation is made in part due to the relatively under-developed nature of the jurisprudence under section 15 of the Charter in relation to governmental activity (i.e., actions taken by law enforcement actors based on inferences or forecasts from an algorithmic policing technology), as opposed to government legislation. Law enforcement agencies, legal counsel, and individuals involved in the criminal justice system would benefit from assistance in elucidating the state’s responsibilities.

Recommendation 9: Governments must place moratoriums on law enforcement agencies’ use of technology that relies on algorithmic processing of historic, mass police data sets, pending comprehensive review.

The Charter prohibits government activity that perpetuates or causes any prejudice or disadvantage to individuals on the basis of distinctions made on protected grounds under section 15. All levels
of government (i.e., municipalities, provincial governments, and the federal government), which are mandated with law-making authority in relation to law enforcement agencies, should establish moratoriums on technologies that rely on algorithmic processing of historic policing data sets. Establishing such moratoriums would prevent further harms from continuing or the identified human rights risks from materializing, while simultaneously providing time to complete a necessary, comprehensive, and holistic assessment (as recommended in Recommendation 8) of whether it is possible to use algorithmic policing technologies in a manner that does not unconstitutionally violate the rights of individuals protected by section 15, by perpetuating the discrimination that section 15 serves to prevent.

**Recommendation 10: Law enforcement authorities must implement ongoing tracking to monitor potential emergence of bias in the use of any algorithmic policing technology.**

Any use of algorithmic policing technologies must be accompanied by monitoring practices that are attentive to patterns that reflect bias, such as bias in relation to marginalized or historically oppressed communities. Monitoring should cross-reference the outcomes of algorithmic assessments against outside sources and disciplines to the extent possible (e.g., social sciences evidence, human rights reports, and community consultations or complaints) to ascertain whether undue bias is present in the algorithmic tools. In some cases, bias towards protected groups may be detected by looking at proxy data that tend to correlate with the historic discrimination experienced by protected groups. Proxies can include seemingly innocuous indicators (e.g., social media interests, purchase history) that are, in practice, linked with potentially sensitive data such as socio-economic status, race or ethnicity, geographic location, reliance on government services, or indicia associated with mental health treatment.

**6.4. Recommendation to protect the right to liberty and to be free from arbitrary detention**

The Charter and international human rights law guarantee the right to liberty, including the right not to be detained or arrested arbitrarily (under sections 7 and 9 of the Charter, respectively). Based on constitutional and international human rights obligations, law enforcement actors must have reasonable grounds (i.e., a sufficiently robust and objective reason) to interfere with an individual’s liberty by detaining or arresting the individual. This constitutionally enshrined requirement of reasonable grounds prevents law enforcement authorities from relying on generalized predictions drawn by algorithmic policing technologies as a basis to detain or arrest an individual. By design, algorithmic policing technologies typically rely on generalized or stereotypical inferences about risk; these are prohibited grounds upon which to justify interfering with a person’s liberty.671

671 This conclusion does not necessarily apply to all algorithmic policing technologies. Some forms of algorithmic surveillance technologies might be sufficiently reliable and specific to the individual’s case, such that evidence obtained from the use of the technology could be considered by a police officer when forming grounds to conduct a detention or arrest. For example, an automated licence plate reader may
The generalized nature of algorithmic predictions is not the only problem that prevents algorithmic policing technologies from being appropriate tools to justify interference with liberty. Law enforcement authorities also cannot justify an arrest or detention on the basis of unreliable information. Algorithmic policing technologies remain widely untested and, in many cases, the algorithms are trained using biased police data.

Recommendation 11: Law enforcement authorities should establish a blanket prohibition against relying on algorithmic predictions to justify interference with individual liberty.

Law enforcement agencies and their associated oversight bodies must ensure that algorithmic policing technologies are not used to restrict individual liberty through detention and arrest. To implement the constitutional imperative that algorithmic predictions cannot be relied upon to justify interference with liberty, this report recommends that law enforcement agencies establish and enforce written policies that specifically prohibit the use of algorithmic policing technologies as grounds for a detention or arrest. A clear prohibition against the use of algorithmic predictions to justify police activities such as stops, detentions, and arrests is necessary due to the inadequacy of alternative protective measures that could be considered. The dangers associated with unjustified and biased policing actions are too great.

Such risks of unconstitutional infringements of the right to liberty arise from two forms of bias in particular: unconscious bias based on protected characteristics, which leads to issues such as racial profiling, and automation bias, which is the tendency of humans to defer to technology as superior to human judgment, even when they have reason to believe the technology is flawed or incorrect. While studies from other fields have shown that some forms of training or mitigation techniques can reduce automation bias in some cases, outcomes on the whole have been mixed. It must be emphasized that such measures, even if perfectly implemented and adhered to in practice, cannot eradicate automation bias. Thus such training and mitigation measures are insufficient to ensure that the use of algorithmic policing technologies in police decision making does not result in violations of human right to liberty. For example, it may be possible to capture a clear image of a licence plate that is connected to a suspended licence, which would constitute more reliable evidence than an algorithmic inference or generalization.

---

672 See e.g., “[A]gencies should make it clear to hearing officers that automated systems are fallible. To that end, hearing officers should receive explicit training about the phenomenon of automation bias. Studies demonstrate that individuals who receive such training are more likely to scrutinize an automated system’s suggestions. The training of judges has been effective in a parallel enterprise. Special workshops on scientific theory and methodology have provided needed training to federal district court judges charged with assessing the reliability of expert testimony. […] [A]gencies should require hearing officers to explain, in detail, their reliance on an automated system’s decision. Officers should identify the computer-generated facts or legal findings on which they relied in making their decisions. This accords with administrative law’s long-standing faith in the prophylactic power of requiring explicit statements of reasons. Asking hearing officers to evaluate the basis for their decisions would further mitigate the effects of automation bias” Danielle Keats Citron, “Technological Due Process” (2008) 85:6 Washington University Law Review 1249 at 1306-07 (footnotes omitted); Osonde Osoba & William Welser IV, “An Intelligence in Our Image: The Risks of Bias and Errors in Artificial Intelligence”, RAND Corporation (2017) at 23-24; and Kate Goddard, Abdul Roudsari & Jeremy C Wyatt, “Automation bias: a systematic review of frequency, effect mediators, and mitigators” (2012) 19 Journal of the American Medical Informatics Association 121 at 125.

rights through unreasonable restrictions on individual liberty. This particular use of algorithmic policing technology should be subjected to a complete ban.

6.5. Recommendations to protect the rights to due process and remedies (accountability and transparency)

Robust procedural safeguards protect fundamental human rights that are affected by law enforcement activities. A central way of protecting Charter rights and international human rights, including the right to due process and the right to a remedy for rights violations, is to develop strong accountability mechanisms through a comprehensive system of checks and balances. Accountability mechanisms enable parliamentarians, the press, courts, civil society organizations, criminal defense attorneys, and the public writ large to have access to information and fair processes through which to guard against rights infringements and to provide measurable standards with which to examine law enforcement conduct.

The legal landscape of police oversight bodies is a complex patchwork of entities. Such entities include civilian oversight agencies for police services, governmental privacy and human rights commissioners, courts, public inquiries and systemic reviews, and police service boards. Police oversight regimes incorporate and balance an underlying principle in Canada’s legal system that respects the independence of the police from certain forms of political interference. If algorithmic policing technologies continue to be used in Canada by law enforcement authorities, all of these elements of oversight will have roles to play. As a result, the following nine recommendations focus on mechanisms to coordinate oversight through the development of institutional expertise, guidance, and accountability within this complex landscape.

Recommendation 12: Law enforcement agencies must be immediately and fully transparent with the public and privacy commissioners regarding all uses of algorithmic policing technologies.

Law enforcement agencies across Canada should immediately and publicly disclose information about any algorithmic policing technologies that are being considered, developed, procured, tested, or put in use for policing purposes. Agencies should make publicly available, with alacrity, information about any current uses or testing of algorithmic policing technology, as an interim step until other long-term and permanent transparency and accountability measures can be established (as will be detailed in Recommendations 13 and 14). Law enforcement agencies across Canada should also urgently

begin, or expand, disclosures and dialogue with the federal and provincial information and privacy commissioners regarding all algorithmic policing technologies that are being considered, procured, tested, or deployed for policing purposes. Adopting a robust set of transparency practices is critical in light of how productive discussions are often predicated on all parties understanding the technologies being discussed. Pre-emptive disclosure should be widely adopted and implemented as a best practice among all law enforcement agencies going forward.

**Recommendation 13:** Governments and law enforcement authorities must engage external expertise, including expertise from historically marginalized communities that are disproportionately impacted by the criminal justice system, in the development of regulation and oversight mechanisms for algorithmic policing technologies, as part of completing algorithmic impact assessments and in monitoring the effects of any such technologies that have been put into use.

Historically marginalized communities that are subjected to systemic discrimination in the criminal justice system must be involved in any processes to develop, implement, or monitor algorithmic policing technologies, including associated regulation and oversight mechanisms. These communities may provide reasons or illuminate why a given technology is inappropriate, illegal, unnecessary, harmful, or unreasonably intrusive, which law enforcement agencies or governments may not be aware of otherwise. Impacted communities may also be able to offer alternative or more effective measures to address a specific problem, in lieu of the proposed technology, or identify a more pressing issue requiring attention. Furthermore, independent experts—such as legal, racial justice, and technology and human rights scholars, public interest technologists, or security researchers—should be included in any consultations so that the legal, policy, and technical aspects of a proposed algorithmic policing technology are adequately assessed in the consultation process. Any consultation of community representatives or other experts should include fair compensation for their time and expertise; one potential approach is to follow models adopted by the Canadian Radio-television and Telecommunications Commission and other administrative tribunals, which provide funding to enable substantive public interest participation in proceedings.

**Recommendation 14:** Provincial governments should enact directives regarding the use and procurement of algorithmic policing technologies.

Provincial governments should enact Ministerial directives to require that all uses of algorithmic policing technologies—to the extent they are not otherwise banned by moratorium or constitutional prohibition—to fully comply with a government-wide directive governing the responsible development and use of these technologies. For an example of such a directive, see: [https://seattle.legistar.com/LegislationDetail.aspx?ID=2981172&GUID=0B2FEFC0-822F-4907-9409-E318537E5330&FullText=1](https://seattle.legistar.com/LegislationDetail.aspx?ID=2981172&GUID=0B2FEFC0-822F-4907-9409-E318537E5330&FullText=1), where Seattle's City Council issued a law governing the acquisition and use of surveillance equipment, arising out of concerns about privacy and lack of process for the City's acquisition of surveillance technologies such as drones and the installation of video cameras along Seattle's waterfront and downtown.
areas of particular concern to human rights. Provincial directives regarding the responsible development and use of algorithmic policing technologies should include the following key requirements:

- A requirement that law enforcement authorities complete an **algorithmic impact assessment** prior to using an algorithmic policing system, according to a standardized framework that explicitly evaluates compliance with international human rights law and the Charter. This impact assessment should incorporate a reliability, necessity, and proportionality assessment, with an accompanying prohibition on the use of algorithmic technologies that are determined to potentially result in a disproportionate impact on human rights.

- For algorithmic policing technologies that have the potential to impair Charter and human rights, **prior Ministerial approval** should be required along with prior consultation with privacy commissioners.

- Robust requirements for **independent review and scientific validation (published to enable public accountability and review in court proceedings)** of the underlying algorithms in policing technologies prior to their use; in particular, they should evaluate accuracy, fairness, and statistical or discriminatory bias. Arms-length contracts with compensation will be required to facilitate independent review.

- A requirement that law enforcement authorities that are using algorithmic policing technology must proactively **publish information, such as through an open data portal**, about the types of training data and operational police data used in algorithms. Reports must include demographic information, including, in particular, racially disaggregated data. One model for such an approach is found in the Chicago Data Portal, which published data used to create the Chicago Police Department’s now discontinued risk assessment algorithm known as the Strategic Subject List (SSL). An open data portal should provide transparency into how algorithmic policing technologies use, process, and rely on the data; should provide data in a format available for independent use and cross-referencing with other data sets; and must be clear with respect to data

---

676 The Report recommended the issuance of a number of Ministerial directives for law enforcement authorities in Ontario to respond to the particular human rights and policing issues that were the subject of that inquiry: Sidney B. Linden, *Report of the Ipperwash Inquiry* (Toronto: Published by Ministry of the Attorney General, Queen’s Printer for Ontario, 2007). As set out in IN FOCUS #2: Overview of the Canadian Criminal Justice System, police services in Canada fall under provincial jurisdiction, and provincial governments therefore have the authority to engage in oversight through formal directives. Municipalities can also regulate municipal law enforcement authorities where provincial responsibility has been delegated, and both the federal and provincial governments can regulate in relation to the RCMP.

677 For more details, see “IN FOCUS #8: Algorithmic Impact Assessments”, in Section 5.6.3. Concluding Comments: Algorithmic Policing Technology and Due Process.

• that is not provided because it does not exist, or because it was not collected. Any open data and similar public disclosure initiatives must proceed with due caution with respect to the potential for privacy harms and violations depending on the type of data provided. As Teresa Scassa has warned, public sector privacy laws, which apply to law enforcement, "require public bodies to protect individual privacy by balancing privacy rights against the public interest in disclosure of personal information. In cases where the personal information is highly sensitive in nature, privacy rights generally prevail over disclosure."

• A requirement that all algorithmic policing technologies that are adopted be compatible with a robust framework of procedural fairness and due process in the implementation of algorithmic methods including, but not limited to, requirements that the law enforcement agency has the ability to provide complete disclosure in criminal proceedings.

• No decision or action by a justice system actor (law enforcement official or in criminal court) that impacts the constitutional or human rights protected interests of an individual is taken as a result of an algorithmic system alone (i.e., there must always be a human in the loop).

• All uses of algorithmic policing technology should incorporate statistical tracking and a formal documentation process for all known errors and incidents (e.g., data breach, tampering).

• The use of algorithmic policing technologies should occur in a manner that errs on the side of caution to avoid rights infringements of disadvantaged or marginalized individuals or groups.

• Public interest legal standards and public sector control should apply to commercial vendors that enter into contracts with government or law enforcement for algorithmic policing tools, where criminal jeopardy is at stake. Such initiatives might follow the model of the Saskatchewan Police Predictive Analytics Lab, which is developing its predictive analytics technology in-house.

---

679 See e.g., “[F]or example, if one clicks on ‘sexual offenses’ in a city that does not provide this data, the resulting map will show no sexual offences in the searched area—which might suggest to the user that no such crimes occurred during the specified time frame, rather than that the data are not available.” Teresa Scassa, “Police Service Crime Mapping as Civic Technology: A Critical Assessment” (2016) 5:3 International Journal of E-Planning Research 13 at 20.

680 See e.g. (in the context of crime mapping, but applicable where similar details are made publicly available, even if not visualized on a map), “Privacy considerations may also influence the mapping of other crime data. For example, some police forces choose not to map crimes of domestic violence or child sexual abuse for privacy reasons. Such crimes often occur within the home, and mapping, even to the 100-block level may lead to the identification of either the victim or the perpetrator (or to harmful incorrect assumptions about their identities).” Ibid.

681 Ibid.

682 For more details regarding the scope of mandatory disclosure obligations in respect of algorithmic policing technology, see Section 5.6.2 (“Non-Disclosure and the Right to Make Full Answer and Defence”).
and in partnership with academic experts, under a university research ethics protocol.

- Law enforcement authorities must provide notice in clear language on public websites, whenever a decision will be informed by an algorithmic decision system. Further, individuals who have been affected by a government decision that was undertaken in whole or in part by an automated decision system must receive a meaningful explanation of how and why the decision was made.

**Recommendation 15: The federal government should expand the parliamentary reporting provisions under the Criminal Code that currently apply to only certain electronic surveillance methods.**

The federal government should consider expanding parliamentary reporting requirements that are set out in the Criminal Code and that currently apply to live electronic surveillance of private communications. Under the existing framework, the federal and provincial governments must present annual reports to Parliament with information regarding authorizations to intercept private communications. The annual reports are prepared in cooperation with the RCMP and provincial and municipal police services. Updating these could, in theory, help the public to understand the use of new technologies.

Parliament should also consider expanding public reporting mechanisms so the mechanisms provide better context concerning the use of algorithmic policing technology. In particular, Parliament could compel the governments to include in the tabled annual report a narrative depiction of the specific kinds of technologies that have been adopted or are under consideration for adoption. This narrative might also discuss why such technologies are needed. Equivalent requirements could be mandated, through parliamentary reform, for the similar reports that are tabled annually by the provincial solicitors general. The benefit of expanding the type of information that is subject to public reporting is that such expanded reporting will enable legislatures, and the public, to hold governments and law enforcement agencies to account for algorithmic policing technologies, in their impacts and in their use of public funding.

**Recommendation 16: Privacy and human rights commissioners must be empowered and provided with sufficient funding and resources to initiate and conduct investigations into law enforcement’s use of algorithmic policing technology.**

Algorithmic policing technologies warrant focused oversight by privacy commissioners, who are particularly well-suited to assess the ways new technologies can unduly infringe on individuals’ privacy. However, not all privacy commissioners in Canada currently have the authority to initiate investigations or audits in the absence of a complaint, which can prevent them from exercising their oversight role. 683

---

683 For example, only the mandates of the privacy commissioners and ombudspersons in British Columbia, Alberta, Northwest Territories,
As such, all privacy commissioners should be empowered to initiate and conduct investigations in relation to police adoption and use of algorithmic policing technologies.

Provincial and federal human rights commissioners also play an important role in shining a light on the human rights issues that can develop with the use of algorithmic policing technology. Governments must ensure that these bodies are equipped with adequate resources to perform this task. This form of investigative review could occur as a complaint-driven process, as a form of randomized audit, or as an investigation initiated on the commissioner’s own authority in response to received information (such as details revealed through news reports or information provided by a party that is not a complainant).

Recommendation 17: Law enforcement agencies must adopt and formally document in writing internal oversight and accountability mechanisms, best practices, and policies regarding the consideration, development, procurement, use, monitoring, auditing, and disbanding of algorithmic policing technologies.

Law enforcement agencies should create documentation and provide training concerning any use of algorithmic policing technology, at every stage, from initial consideration to ongoing auditing to potential disbanding, of incorporating an algorithmic policing technology into operations. Based on research and interviews with law enforcement representatives, the formality and documentation of policies differed between agencies involved in algorithmic policing. In some cases, practices were governed by a formal research ethics board protocol, while in others, there was no formal documentation and best practices appeared to result from a single individual championing them. When putting written policies in place, law enforcement authorities should prioritize distilling Charter requirements developed throughout case law into clear written guidance for front-line officers.

Moreover, municipal chiefs of police should be required to publicly present their written policies to their oversight boards and city councils; all such presentations should be made open to the public and not moved to in camera meetings. Provincial and federal policing bodies should be required to similarly publish policies; these policies should be tabled by either public safety ministers or attorneys general in either the legislature or relevant legislative committee. These policies should be submitted prior to any implementation of an algorithmic policing technology, and any new class of technologies (such as person-based predictive policing models) should be explicitly and specifically addressed in these plans.

Nunavut, and Newfoundland expressly include the authority to initiate investigations or audits of public bodies in respect of compliance with applicable privacy legislation. The mandates of other provinces and territories focus on complaint-driven investigations only.

Law enforcement authorities should also adopt and document review and audit mechanisms involving routine monitoring and random audits of system access logs. Specifically, these mechanisms would focus on uncovering unusual behaviour and breaches of the policies and procedures that govern the use of algorithmic policing technology. Officers would be made aware that their activities are subject to audit or monitoring and that they may be called upon to justify their use of the system. Most law enforcement services already house internal professional standards departments that handle public complaints and conduct internal investigations.

**Recommendation 18:** Governments should make funding available for research to develop the availability of independent expertise on the human rights implications of algorithmic policing technologies.

Federal and provincial governments should make public funding available for individuals to develop expertise at the nexus between algorithmic technology, criminal justice, and human rights. This funding should include, for example, federal funding through the Office of the Privacy Commissioner of Canada, the Natural Sciences and Engineering Research Council (NSERC), or the Social Sciences and Humanities Research Council (SSHRC). If algorithmic policing technologies continue to be used in the criminal justice system, due process and remedial rights will likely be hindered in practice by the lack of available expertise to test and challenge the validity of algorithmic methods. Areas to be examined should include the overall reliability of the algorithm and any training and operational input data used, maintenance practices after the algorithm has been put into use, and the outputs of the algorithm (e.g., testing for arbitrary or inaccurate results and the efficacy of the tool in comparison with non-algorithmic methods).

**Recommendation 19:** Governments must ensure adequate assistance is available for low-income and unrepresented defendants in order to retain expert witnesses in criminal proceedings.

To bring human rights claims about the use of algorithmic policing technology before judges, defendants will require access to experts to potentially serve as witnesses to assess the accuracy of algorithmic policing technologies. In many cases, defendants do not quality for legal aid representation but still cannot retain either counsel or experts. In cases where the defendant is unrepresented, heightened obligations fall on the court and the Crown prosecutor to ensure the defendant has access to a fair trial. Governments should provide funding to legal aid organizations to ensure that public interest technologists are available to serve as expert witnesses. This funding could be paid through the legal aid funds that are distributed either through legal aid processes or, alternatively, through court-ordered funds made available to retain an expert in cases where defendants cannot afford to retain counsel.

---

and are not directly eligible for legal aid. Assistance may also entail training Crown prosecutors and courts about Charter issues and evidentiary issues that can arise in cases where law enforcement authorities have relied on algorithmic policing technology.

**Recommendation 20:** Governments and law enforcement agencies must by default make the source code of algorithmic policing technologies publicly available or, where that is impossible for public interest reasons, confidentially available to public bodies and independent experts for the purposes of algorithmic impact assessments, preprocurement review, security testing, auditing, investigations, and judicial proceedings.

Government and law enforcement agencies that develop their own algorithmic policing technologies—whether in-house or with private vendors—must make the source code and related details of such technologies publicly available in machine-readable and human-readable forms. Applying open software licensing in this context may be appropriate on the basis that such technologies are publicly funded and should be available to members of the public for purposes of review or research.

If extenuating circumstances engage the public interest to an extent that outweighs the importance of disclosing the source code and related details of algorithmic policing technologies to the public, the information must still be accessible to oversight bodies and independent experts on a confidential basis (where the source code itself remains confidential, but findings and rulings are public) in order to complete impact assessments, procurement reviews, security testing, auditing, investigations, or court proceedings.

Governments and law enforcement agencies that acquire off-the-shelf algorithmic policing technologies from commercial vendors must include open-source code review as a condition of all procurement contracts, including the waiving of trade secret and related proprietary rights where the review, testing, oversight, and auditing mechanisms listed above are concerned. Possible agencies that could play an oversight role with respect to ensuring source code transparency, review, testing, and auditing include the Office of the Privacy Commissioner and the Canadian Centre for Cyber Security.

**6.6. Conclusion**

Algorithmic policing technologies are not just fiction or imaginary potentialities. They have arrived or are coming to Canadian cities and provinces, and they are doing so quickly. Multiple law enforcement agencies in Canada have used, developed, procured, or tested a range of algorithmic policing technologies. These include both location-focused and person-focused algorithmic policing technologies (‘predictive policing’ technologies) as well as algorithmic surveillance technologies.

---

686 For more details, see “IN FOCUS #7: Open Source Algorithms and Source Code Review” in Section 5.6.1 (“Informational Barriers to Due Process: Algorithmic Transparency and Private Sector Influence”).
The public interest demands concerted democratic engagement and legal reform that targets the use of algorithmic policing technologies in the criminal justice system. Canadian lawmakers and law enforcement authorities should draw lessons from jurisdictions where such technologies have already long been in use. In the United States, the Chicago Police Department, the New Orleans Police Department, and the Los Angeles Police Department have all stepped back from their use of much-criticized algorithmic policing technologies and have shut down multiple programs.687 The City of Santa Cruz, California, is presently considering a full ban on all predictive policing technologies.688 Other cities, such as San Francisco and Oakland, California, and Boston and Somerville, Massachusetts, have implemented moratoriums on the use of facial recognition technology. Independent studies and audits of algorithmic policing technologies used in the United States have demonstrated that numerous risks and harms have already transpired due to relatively unchecked uses of algorithmic surveillance tools or the deployment of police resources on the basis of algorithmic predictions derived from statistical analysis.689

Replicating, amplifying, or automating policing methods of the past through police algorithms further risks entrenching a hostile, distrusting, and antagonistic relationship between the Canadian law enforcement system and the public. Civil liberties and fundamental freedoms are detrimentally infringed upon when police indiscriminately use these technologies or when such technologies are used in the absence of adequate constitutional safeguards. The balance between criminal law enforcement objectives and protection for fundamental freedoms is already often off-kilter when it comes to marginalized communities, particularly Black and Indigenous communities. Adopting algorithmic policing technologies threatens to further undermine the civil liberties and fundamental freedoms of such communities and their individual members, curtailing their human dignity and autonomy as well as their ability to fully participate in public life or benefit from equal protection of the law.

The wielding of algorithmic technologies within the powerful apparatus of policing surveillance and law enforcement systems has the potential to cause real and significant harm to individuals and communities, to perpetuate unfairness and injustices already meted out by the criminal justice system, and to cause a fundamental reorienting of policing methods in ways that will challenge conventional understanding of Charter rights and remedies. For instance, the use of predictive policing


689 For example, when announcing the decommissioning of CPD’s “Strategic Subject List” (a person-focused algorithmic policing technology), the Inspector General explained that this decision was made due to “the unreliability of risk scores and tiers; improperly trained sworn personnel; a lack of controls for internal and external access; interventions…which may have attached negative consequences to arrests that did not result in convictions; and a lack of a long-term plan to sustain the [models]”: Sam Charles, “CPD decommissions “Strategic Subject List””, Chicago Sun Times (27 January 2020), <https://chicago.suntimes.com/city-hall/2020/1/27/21084030/chicago-police-strategic-subject-list-party-to-violence-inspector-general-joe-ferguson>.
technologies alters traditional policing methods by using bulk, historic policing data sets in a way that was never contemplated or intended by justice system actors, including those who formulated current constitutional safeguards. The use of predictive policing technologies can subject individuals to heightened police suspicion, scrutiny, detention, or more, based not on the individual’s own actions, but on generalizations drawn from broad, community- or national-level historic patterns.

As examples of predictive policing technologies in Canada, the Vancouver Police Department (VPD) uses a location-focused algorithmic policing technology associated with their GeoDASH system, while the Saskatchewan Police Predictive Analytics Lab (SPPAL) is developing person-focused algorithmic policing tools that are intended to conduct risk assessments to determine potential victims and potential repeat or violent offenders. While each of these programs include built-in measures that attempt to mitigate the harms and risks identified above, they have incorporated these measures voluntarily. Not all law enforcement agencies who adopt algorithmic or predictive policing technologies may opt to or proactively implement adequate safeguards; thus, the constitutional and human rights dangers associated with such technologies continue to loom large across Canada. Fundamental human rights and civil liberties cannot be left to the individual discretion of local law enforcement agencies to uphold.

Other police services throughout Canada may also be using or developing predictive policing technologies outside of public awareness. Many of the FOI requests submitted for this report were met with responses from law enforcement authorities that claimed privilege as justification for non-disclosure. In other cases, law enforcement agencies did not provide any response to the submitted FOI request. The authors of this report also previously submitted an FOI request to the TPS, which included a broad request for records relating to facial recognition during a time period that included March 2018. The TPS did not provide any information or responsive documents regarding the use of facial recognition, despite the fact that it is now known that the police service spent $451,718 on a facial recognition system during the time period that was the subject of the FOI request.

Some law enforcement agencies are not currently engaging in predictive policing, but they are already equipped with the technological capability to do so or may consider engaging in the future. For instance, the Calgary Police Service (CPS) has the ability to conduct person-focused predictive policing through its Palantir Gotham software, though a member of law enforcement in Calgary stated that the system is currently only used for non-algorithmic data management and analysis. In 2018, an article by a representative of Environics Analytics, which collaborates with the TPS on data-driven policing initiatives, stated that one of the goals of the organizations’ collaboration was to develop algorithmic models that would identify areas considered to be ‘high crime.’ According to research interview findings for this report, the TPS does not currently engage in algorithmically driven predictive policing nor does it intend to adopt predictive policing technologies immediately. However, this position does not rule out the possibility that the TPS may consider doing so in the future, and the agency is interested in using data to inform policing decisions about property crime and gun violence.

* * * * * * * * * *

The algorithmic surveillance technologies described throughout this report also risk producing seismic changes to the way in which law enforcement authorities monitor and surveil the public in Canada. Canadian law enforcement relies on several different kinds of such technologies. Facial recognition technology, automated licence plate readers, and social media surveillance software have been implemented by numerous law enforcement authorities across the country. Algorithmic processing allows law enforcement to make fundamentally new uses of data that was previously collected on a relatively uncontested or unregulated basis or permitted to be collected without contemplation of today’s technological realities (e.g., when mug-shot databases or CCTV video footage that contain data collected under previous regimes are fed to facial recognition technology for law enforcement purposes). Algorithmic surveillance technology tends to aggregate and analyze personal information from public spaces, such as the outdoors, at public events like mass protests, or in online environments. The prospect of a further ballooning sphere within which police can indiscriminately surveil members of the public should provoke significant concern, particularly if these technologies are not subjected to necessary constraints and oversight mechanisms.

Facial recognition technology appears to be undergoing rapid adoption by Canadian law enforcement. The NEC Corporation’s NeoFace Reveal tool is currently in use by the CPS and was pilot-tested in early 2019 by the Ottawa Police Service. The TPS is also using a facial recognition technology that is either NeoFace Reveal or another product by the NEC Corporation. Moreover, media reports in early 2020 revealed that the controversial facial recognition tool, Clearview AI, was used or tested by all of the RCMP, the CPS, the Edmonton Police Service, and multiple Ontario police services including the TPS and those in Peel, Halton, Ottawa, Durham, Niagara, and Hamilton. Given the demonstrable human rights risks of facial recognition tools, in addition to their unreliability, police services should halt any further use or adoption of facial recognition technologies until and unless appropriate laws and regulations are in place and such tools have been shown to meet prerequisite conditions of reliability, necessity, and proportionality.

Canadian law enforcement agencies are also widely engaged in social media surveillance. The RCMP currently uses social media monitoring software known as Social Studio, provided by Carahsoft and developed by Salesforce. The RCMP also issued a public tender in April 2020, seeking even more sophisticated social media surveillance services than those already in use—despite an ongoing internal review of the legality of its current social media surveillance operations. The CPS and the TPS have both conducted algorithmic social media surveillance in the past, using the Media Sonar tool created by a company in London, ON. Both police agencies stopped using this software after Twitter and Facebook banned it from their respective platforms (including Instagram) because Media Sonar promoted use of its technology to target social movements such as Black Lives Matter. Additionally, the CPS engages in algorithmic social network analysis, using a system that imports networked relational data from Palantir’s software into IBM’s i2 Analyst Notebook, to identify key players in given social networks. Accountability and oversight mechanisms are critical to bring the use of these technologies within constitutional limits and to protect the rights to freedom of expression, equality, and privacy, which are undermined by algorithmic police surveillance and monitoring in online, outdoor, or otherwise public environments. Moreover, law enforcement agencies appear to be using additional technologies in ways that violate more traditional constitutional boundaries. Specifically, this report uncovered information suggesting that the Ontario Provincial Police and Waterloo Regional Police Service may be unlawfully
intercepting private communications in online private chat rooms through reliance on another form of social media surveillance technology known as the ICAC Child On-line Protection System (ICACCOPS).691

Although algorithmic policing technologies remain an emerging issue area for the Canadian legal system, analogous lessons have already been learned in the criminal justice system in the wake of systemic failures flowing from flawed novel scientific, technological, or investigative methods. The use of “faulty forensic procedures, unreliable science and flawed expert opinion testimony have been factors in a number of wrongful conviction cases in Canada,”692 which have resulted in numerous public inquiries that have endeavoured to identify and establish methods to prevent recurring failures.693

These inquiries have repeatedly underscored the necessity of extreme caution when it comes to reliance on novel or otherwise untested methods in the criminal justice system.

Assessing algorithmic policing technologies through a human rights lens has shown how their use by law enforcement can cause a myriad of civil liberties violations under the Canadian constitution and international human rights law. Specifically, the use of algorithmic policing technologies acutely endangers the following human rights:

- **the right to privacy** (through issues such as indiscriminate surveillance, eroding reasonable expectation of privacy in public and online spaces, the accuracy of data inferences, and data-sharing between law enforcement and other governmental agencies);

- **the rights to freedom of expression, peaceful assembly, and association** (through issues such as undermining anonymity of the crowd and targeting social movements and marginalized communities);

- **the right to equality** (through issues such as algorithmic bias perpetuating discriminatory feedback loops, heightened data visibility of socio-economically disadvantaged individuals, and math-washing systemic discrimination curtailing possibilities of structural reform to address root issues);

- **the right to liberty and to be free from arbitrary detention** (through issues such as generalized statistical inferences supplanting individualized suspicion, and risks of automation bias); and

691 See discussion of the ICACCOPS tool and related legal analysis in Section 4.3.2 (“Social Media Surveillance”).
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- the right to due process and to a remedy (through issues such as lack of transparency, accountability, and oversight mechanisms, such as notice and disclosure requirements).

Among the numerous constitutional and human rights concerns that were identified throughout this report, several particularly prominent dangers emerged that demonstrate a fundamental incompatibility between the use of algorithmic policing technologies and constitutional and human rights protections. These incompatibilities are a glaring red light that law enforcement agencies, justice system participants, and policy-makers must heed: if they do not steer the course of justice to avoid these treacherous crags, historical inequities will continue to occur or worsen, and the Canadian justice system will be cast into doubt at best or sink into outright disrepute at worst. To mitigate the most harmful legal and policy implications associated with algorithmic policing technologies, the criminal justice system must take into account the following three issues in particular.

First, systemic bias and tainted data in historic police data sets pose a particularly critical problem for person-focused and location-focused algorithmic technologies. These kinds of algorithmic policing tools produce outputs that purport to forecast who will commit a criminal offense, how likely someone is to commit a criminal offence within a given time, or where and when certain types of criminal offenses may take place. If all of the most common sources of historic police data are laden with systemic bias and inaccuracies, the integrity of algorithmic outputs obtained through the use of that data will be similarly compromised. As a result, this report emphasizes the need for a moratorium on the use of historical police data in the training or operating of police algorithms and the need to establish, simultaneously, a judicial inquiry into such usage. Where communities have been subjected to discriminatory treatment based on Charter-protected grounds, data collected about them must be considered unfit for use in training algorithms that inform police decision making.

Second, relying on predictive forms of algorithmic policing technologies or unreliable algorithmic surveillance technologies to justify interfering with an individual’s liberty (e.g., through arrest or detention) is incompatible with constitutional and human rights law. Algorithmic predictions are, by nature, generalized to the extent that they fail to meet the requirements of specific and individualized suspicion to justify impeding a person’s liberty. This fundamental incompatibility between algorithmic policing technologies and the right to liberty must foreclose the use of such technology in most, if not all, front-line policing work in order to prevent the occurrence of detentions, arrests, or charges on the basis of unconstitutional grounds obtained from algorithmic predictions or otherwise unreliable algorithmic technologies.

Third, the increasing use of algorithmic surveillance technologies by law enforcement authorities in Canada threatens the right to privacy and the Charter-protected fundamental freedoms of expression and association. The Canadian legal system presently lacks sufficient safeguards to ensure that algorithmic surveillance techniques conform with constitutional requirements and are subject to robust and necessary regulatory, judicial, and parliamentary oversight mechanisms. Unrestricted use of algorithmic surveillance technologies has great potential to damage the ability to exercise fundamental freedoms and civil liberties, thereby undermining a free and democratic society. Combined with the lack of oversight and accountability mechanisms, including compliance with
limits established by the principles of necessity and proportionality, the use of such technologies currently lacks legal justification.

In conclusion, the legal analysis and review of Canada’s inadequate oversight systems in this report demonstrate that the vast majority of the examined algorithmic policing technologies should not be in use by any Canadian law enforcement authority. Theoretically, there might be some very narrow and specific uses of algorithmic policing technologies that do not explicitly offend constitutional and human rights law, assuming they are even sufficiently reliable for use. However, it is extremely difficult to identify what those rare technologies or use cases might be without public transparency and fulsome information from law enforcement agencies that includes detailed disclosures about what technologies they are considering, developing, or adopting; whether any such technologies have been subject to independent scientific validation; and how any such technologies would be used and internally regulated. Nevertheless, as it stands, there are many red flags that warn of significant danger ahead for governments, police services, and—most of all—the public and members of historically marginalized communities who will bear the brunt of negative impacts that result from the use of algorithmic policing technologies. It is for this reason that Part 6 has set out a short list of priority recommendations that emphasizes the need for targeted moratoriums and clear limits with respect to the most problematic uses, from a constitutional and human rights perspective, of algorithmic policing technologies. It is also for this reason that this report emphasizes the need to meaningfully consult with and listen to historically marginalized communities disproportionately impacted by the Canadian criminal justice system, in determining how—or whether at all—to move forward with adopting algorithmic policing technologies in Canada.

With respect to marginalized communities that have historically been subjected to systemic discrimination in the criminal justice system, algorithmic policing technologies raise compelling questions regarding their collective interests and rights. This report has predominantly focused on situations in which an individual’s civil liberties or human rights may be violated by the use of such technologies. However, where an individual is detrimentally affected by an algorithmic policing technology by virtue of their membership in a group characterized by a section 15 protected ground and specifically against a socio-political and historical context of that group being over-policed in Canada, such technology also raises issues about its material and systemic impacts on the collective privacy, liberty, and equality rights of that community as a whole. Thus, individual remedies may not suffice where the violative impacts of algorithmic policing technologies are both distributive and communal, yet concentrated within specific communities with a history of being subjected to systemic discrimination. The nexus between individual and collective human rights with respect to historically marginalized communities, and particularly the role of the right to equality as it intersects with other Charter protections, warrants further study in research investigations and should be examined as part of the recommended judicial inquiry.694
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694 See e.g., Linnet Taylor, Luciano Floridi & Bart van der Sloot, eds, Group Privacy: New Challenges of Data Technologies (Cham, Switzerland: Springer International Publishing, 2017); Christopher Parson, “Beyond Privacy: Articulating the Broader Harms of Pervasive Mass Surveillance” (2016) 3:3 Media and Communication 1 (discusses how surveillance can have both personal and collective rights implications and demonstrates that focusing exclusively on either one prevents an adequate assessment of the aggregate harms); Jane Bailey, “Towards an Equality-Enhancing Conception of Privacy” (2008) 31:2 Dalhousie LJ 267.
Given the myriad perils that algorithmic policing technologies pose to human rights, it is deeply questionable whether such technologies are worth their substantial cost (in procurement, development, testing, implementation, monitoring, auditing, and defending challenges to their use or results). Algorithmic policing technologies would also come at the cost of diverting further funding and public resources away from more urgent priorities to impacted communities and more effective approaches to community safety. Numerous questions are being raised across the country regarding the appropriate role of police services, and there is increasing recognition that the scope and budget of policing has ballooned far beyond proportion and ill-fittingly into areas such as mental health treatment, counselling, student well-being, and related social services—with the result of wrongful criminalization of individuals who require such services. This report has also discussed the connection between underlying factors of marginalization and the tendency to be disproportionately criminalized and unjustly and unnecessarily drawn into the criminal justice system. Algorithmic policing technologies would do nothing to address the root causes of societal problems that are systemically and detrimentally intertwined with the criminal justice system, including homelessness, inadequate mental health and addiction services, underfunded education systems, inadequate community resources to support struggling youth and violence prevention, lack of health care, unemployment, or Canada’s legacy of colonialism and associated intergenerational trauma.

Any analysis of algorithmic policing technologies must begin with evaluating their impact on constitutional and human rights. This report has demonstrated that some uses and some types of such technologies are fundamentally incompatible with the Canadian Charter of Rights and Freedoms, which make it largely irrelevant whether the technology is reliable or has a discernible benefit for law enforcement objectives. The Canadian government and law enforcement authorities have a constitutional imperative to consider and prevent harms that would arise from further entrenching existing discriminatory patterns of policing and incarceration, particularly with respect to historically marginalized communities protected by section 15 of the Charter. Whatever law enforcement agencies’ interest may be in having access to algorithmic policing technologies’ capabilities, that interest does not and must not override the fundamental rights and freedoms that the constitution guarantees to every individual, including the rights to privacy, equality, and liberty, nor should that interest take precedence over the values such rights and freedoms inherently uphold, such as human dignity and autonomy.

Successive inquiries and reviews have emphasized that law enforcement agencies and the Canadian government writ large must act to obviate inequities in the criminal justice system and throughout society generally, particularly with respect to historically marginalized and disenfranchised individuals and groups who have been the most profoundly and unjustly impacted. Calls to undertake this work are not new or a novel response to advances in policing techniques, technological or otherwise. Moving towards algorithmic policing technologies—whether for mass surveillance, forecasting crime, or risk assessment of individuals—or otherwise further entrenching a ‘big data’ model of policing in Canada risks further perpetuating layers of systemic discrimination in the criminal justice system to an even greater and potentially irreversible degree. Such perpetuation would occur despite the broad consensus that has emerged among justice system oversight bodies and the public’s recognition of the need to end and redress the disproportionate policing and incarceration of communities that have been the subject of historic and ongoing systemic discrimination, including Black and Indigenous
individuals. Rather than redress excessive policing and incarceration, algorithmic policing technologies may, instead, irrevocably encode additional layers of inequality and discrimination into the criminal justice system. Such technologies may, at the same time, mask this very injustice through maintaining a thin veneer of mathematical ‘neutrality’. Whatever modest benefit algorithmic policing technologies might theoretically obtain for law enforcement authorities, public resources should instead be devoted to addressing the root causes of injustices examined through the lens of intersectional evidence-based policy-making and to ending the legacy of preventable tragedy, oppression, and systemic harm that is reflected in the history of Canada’s criminal justice system.
Appendix A: Sample FOI Request

Date

Name
Title
Address

Dear [FOI or ATIP Officer],

I am writing to file a request for records pursuant to sections 4(1) and 6 of the Canadian Access to Information Act, R.S., 1985, c. a-1. Specifically, I am requesting the following:

1. **All records**—including but not limited to draft and final versions of policies, guidelines, meeting agendas, meeting minutes or notes, briefing notes, technical specifications, training documents, bulletins, memoranda, executive summaries, slide decks, handouts, handwritten notes, preparatory notes, notes from phone calls, faxes, reports, diagrams, studies, surveys, contracts, budgets, financial documents, and all internal and external correspondence, including e-mail—produced **between January 1, 2013 and November 1, 2018**, that contain discussion of or reference to the use of:

   a. Algorithms, algorithmic decision-making, algorithmic analytics, algorithmic analysis, or automated analysis;

   b. Algorithmic risk assessment or algorithmic risk analysis;

   c. Predictive analytics, predictive analysis, predictive modelling, predictive intelligence;

   d. Machine learning, deep learning, neural networks, artificial intelligence, “big data”- or data-driven intelligence;

   e. Social media monitoring, social media analytics; and/or

   f. Facial recognition

For the purposes of collecting, managing, analyzing, or assessing data and information related to monitoring, investigating, or responding to criminal activity, suspected criminal activity, and/or predicted criminal activity.
2. **All records**—including but not limited to draft and final versions of policies, guidelines, meeting agendas, meeting minutes or notes, briefing notes, technical specifications, training documents, bulletins, memoranda, executive summaries, slide decks, handouts, handwritten notes, preparatory notes, notes from phone calls, faxes, reports, diagrams, studies, surveys, contracts, budgets, financial documents, and all internal and external correspondence, including e-mail—produced **between January 1, 2013 and November 1, 2018**, that contain discussion of or reference to the use of:

   a. **Algorithms**, **algorithmic decision-making**, **algorithmic analytics**, **algorithmic analysis**, or **automated analysis**;

   b. **Algorithmic risk assessment** or **algorithmic risk analysis**;

   c. **Predictive analytics**, **predictive analysis**, **predictive modelling**, **predictive intelligence**;


   e. **Social media monitoring**, **social media analytics**; and/or

   f. **Facial recognition**

For the purposes of **making determinations about an offender or suspected offender, accused, defendant, prisoner, or convicted individual**, including but not limited to for purposes of **correctional services, remand, bail, sentencing, inmate security classification, risk assessment, or parole**.

3. **All records**—including but not limited to draft and final versions of policies, guidelines, meeting agendas, meeting minutes or notes, briefing notes, technical specifications, training documents, bulletins, memoranda, executive summaries, slide decks, handouts, handwritten notes, preparatory notes, notes from phone calls, faxes, reports, diagrams, studies, surveys, contracts, budgets, financial documents, and all internal and external correspondence, including e-mail—produced **between January 1, 2013 and November 1, 2018**, that contain discussion of or reference to any of the following:

   a. **Predictive policing**

   b. **Proactive policing**

   c. **Intelligence-led policing**

   d. **Algorithmic policing**
e. Big data policing
f. Predicting criminal “hot spots”
g. Policing algorithms
h. Evidence-based policing
i. Proactive patrol management

If possible, please send any meaningful portion of responses to any of the above items as soon as they are complete, rather than waiting until all of the information for the entirety of this request has been compiled.

**If a full response will take more than thirty days to complete, please send, as an initial interim disclosure, a list of the documents that will be disclosed in response to the request.**

I would prefer to receive all records electronically, in a readable computer format. Please send them by e-mail to the following two addresses:

cynthia@citizenlab.ca
yolanda.song@utoronto.ca

Please find enclosed the $5.00 fee. I look forward to a response in the next thirty days, as provided for in section 7(a) of the Act. I would also greatly appreciate acknowledgement of your having received this request, if the response will take more time.

Please feel free to contact me if any clarification is needed or if it would help to fulfill or expedite the response to this request. I would be pleased to discuss further and assist.

Yours truly,